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Abstract

In this paper we introduce some recent progresses on the convergence rate in Wasser-
stein distance for empirical measures of Markov processes. For diffusion processes on
compact manifolds possibly with reflecting or killing boundary conditions, the sharp con-
vergence rate as well as renormalization limits are presented in terms of the dimension of
the manifold and the spectrum of the generator. For general ergodic Markov processes,
explicit estimates are presented for the convergence rate by using a nice reference diffu-
sion process, which are illustrated by some typical examples. Finally, some techniques are
introduced to estimate the Wasserstein distance between empirical measures.
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1 Introduction

The empirical measure is a fundamental statistic to estimate the stationary distribution of a
Markov process. In this paper, we study the long time behavior of empirical measures for
Markov processes under the Wasserstein distance. For two nonnegative functions f,g on a
space F, we write f < g if there exists a constant ¢ > 0 such that f < c¢g holds on E, and write
f=<giffSgandg S f.

Let (M, p) be a Polish space, let & be the space of all probability measures on M. For a
Markov process X; on M, the empirical measure is defined as

1 t
Mt = — / (SXSdS
t 0
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for t > 0, where Jx, is the Dirac measure at X;. We intend to study the long time behavior of
iy under the p-Wasserstein distance for any p € [1, 00):

TEC (11,142)

WP(:UIHU’Q) = inf < ppdﬂ') y M1, e € 97
MxM

where & (pu1, f12) is the set of all couplings of 1y and po.
To this end, we will consider the ergodicity and quasi-ergodicity cases respectively.

1.1 Ergodicity case

For any v € &, let E” denote the expectation for the Markov process X; with initial distribution
v, and denote by P;v the law of X, with initial distribution v. We have

/ FA(PIv) = BY[F(X,)] = /M Bf(x)u(dz), € B(M)

where P, f(z) := E*[f(X,)], and %,(M) the class of all bounded measurable functions on M.
If p € & satisfies Pfu = p for all t > 0, we call p an invariant probability measure of the
Markov process. If furthermore
lim P;v = p weakly

t—o00
holds for any v € &, we call the Markov process ergodic.
In particular, when the Markov process is exponentially ergodic in L?(y), i.e.

1P, — pll 2y < ce™™, £2>0

holds for some constant ¢, A > 0, where || - ”LQ(H) is the operator norm in L2(u) and pu(f) =
fE fdu for f € Lg(,u), we have

Vi [ nRAE .00 07 Fi= [ ulh). 1€ )
Moreover, according to [39], for any f € L?(u), P-a.s.
Jim g (f) = u(f),

and
tlgilo \/z_f(pt(f) —u(f)) = N(0,2Vy) in law,

where N (0,2Vy) is the normal distribution with mean 0 and variance 2Vy.
Noting that for any p > 1

W (g, 1) = Wi (e, p) = sup [ (f) = u(f)],
IfllLip<t
where || - ||y is the Lipschitz constant, the above result implies that the convergence of
E[W, (114, 11)] could not be faster than ¢~z as t — co.

We will show that for elliptic diffusions on compact manifolds, this best possible rate is
reached if and only if the dimension of manifold is not larger than 3, and in this case we also
derive the exact limit for tE[Wy(us, )?] as t — oo, which is given explicitly by the spectrum
of the generator.



1.2 Quasi-ergodicity case

Consider Markov process X; with finite life time 7. Typical examples are the diffusion processes
on a domain with killing boundary, for which the life time is the first hitting time to the
boundary. In this case, we study the long time behavior of the empirical measure p; under the
condition {t < 7}, i.e. the process is not yet killed at time t.

A probability measure p is called quasi-invariant for X, if

EF(f(X)[t <7) = p(f), t=0,f € B (M),

i.e. with initial distribution p the conditional distribution of X; under {7 > ¢} remains to be
u for any t > 0. Moreover, we call the Markov process X; quasi-ergodic with quasi-invariant
probability measure p, if

tIH?OEV(f(Xt”T > t) = [L(f), v E D,

where v € &) means that v € & with E"[1{;54] > 0 for all £ > 0. In this case, we study the
long time behaviors of EY (W, (p, p)|7 > t) and Wy (EY (|7 > t), ) for v € .

In the remainder of the paper, we first consider killed diffusion processes on compact man-
ifolds with boundary in Section 2, then study the (reflecting) diffusion processes on compact
manifolds in Section 3, and moreover investigate general ergodic Markov processes in Sections
4 and 5 where some typical examples are presented. The corresponding study on weighted em-
pirical measures, time-changed Markov processes, fractional Brownian motions and non-linear
Markov processes can be found in [11, 14, 18, 19, 20, 21, 35, 38, 40]. Finally, we summarize
some general results for upper and lower bound estimates on Wasserstein distance.

2 Killed Diffusions on Manifolds

In this part, we consider the killed diffusion process on a Riemannian manifold with boundary.

Let M be a d-dimensional compact connected Riemannian manifold with boundary oM,
let do denote the volume measure, and let N be the unit normal vector field of OM. We call
OM convex if its second fundamental form is nonnegative, i.e.

I(U,U) := —(VyN,U) >0, UeToM.

Let V € C'(M) such that
p(dz) = e"@dz

is a probability measure. We consider the diffusion process X; generated by
L:=A+VV

which is killed on the boundary M, where A and V stand for the Laplacian and gradient
operators respectively.



It is classical that under the Dirichlet boundary condition, the operator L is a self-adjoint
in L?(u) with discrete spectrum:

Lo = —Xids, dilom = 0,

where \; =< id for i > 1 and {¢;};=o is an orthonormal basis of L2(y), see for instance [8].
Since X; is the diffusion process on M generated by L with killing boundary condition, its
life time is

T::inf{tZO: XtE('?M},

and

Py={veP: v(OM) < 1}.

Moreover, the diffusion process is quasi-ergodic with unique quasi-invariant probability measure
po(dz) = ¢gdp. The following result shows that in most cases we have Wo(E (1|7 > t), po) <
L

Theorem 2.1 ([29]). Let jig = ¢gp. Then for any v € P,
tlgg {t2W2(E”[,ut]T > 1], uo)z}

— 1 i {v(o) (i) + p(¢o)v (i) }?
{1(do)v(do)}* = (Ai = Xo)?

> 0,

and the limit is finite if and only if v € @((—E)_%), i.e.

Z v(gi)*\;? < 0.
i=1
By the Sobolev embedding theorem, we have 2 ¢ Z((—L)"2) for d < 6, and 2((—L)"2) D
Lﬁdﬁ(u) for d > 6. Hence, by Theorem 2.1, Wy (E"[u¢|T > t], p19) < t~* holds if either d < 6 or
d > T and S_Z € Lﬁdﬁ(u).
When d > 7 but v ¢ 2((—L)"2), the limit in the above theorem becomes 0o, so that the
convergence of Wa(E"[us|T > t], po) is slower than ¢~! for which the exact convergence rate

remains open.
Next, we consider the long time behavior of EY (W (pu, po)|7 > t).

Theorem 2.2 ([32]). Let v € P,. The the following assertions hold.

(1) When OM is conver, we have

o0

lim inf {tE” [Wa (e, o) [t < T}} .

=1

2
(Ai = Ao)?



(2) If OM is non-conves, then there exists a constant ¢ € (0,1] such that

o0

CZ (# < lim inf {tE” [Wa (e, p10)?[t < T}}

= 2
< limsu {tE”W , 2t<7'}§ —_
t_}()op |: Z(Mt N’O) | :| IZZI: ()\z . )\0)2
Since \; — \p < i%, it is easy to see that
> <o
V)2

= (A = o)
if and only if d < 3. So, Theorem 2.2 shows that E” [Wg(ut,ug)Q‘t < T] =t~ ! for d < 3, but
the convergence is slower than than ¢! for d > 4. The next result gives the exact convergence
rate for d > 4 where d = 4 is critical, but for completeness we also include the case for d < 3.
The lower bound estimate for d = 4 is due to [33] where more general Markov processes are
considered, other estimates are taken from [32].

Theorem 2.3 ([32, 33]). Let v € P,. Then for largert > 1

=, if d < 3,
B [Wa(p, po)?t < 7] < Q t7tlogt, if d =4,
ta2, ifd> 5.

3 (Reflected) Diffusions on Manifolds

Let M be a d-dimensional connected compact Riemannian manifold without boundary or with
a boundary OM. In this part, we consider the (reflected, if OM exists) diffusion process X,
generated by

L:=A+VV +Z,

where V € C'(M) such that pu(dz) := eV@dz is a probability measure, and Z is a C'-vector
field with
div,(Z) :=2ZV +divZ =0,

where ZV := (Z,VV). Then X is ergodic with unique invariant probability measure p. We
will study the convergence rate of W,,(p, 1) when ¢ — oo.

Corresponding to the killed case where the Dirichlet eigenvalue problem is involved, in the
present case we will use the Neumann eigenvalue problem if OM exists, and the closed eigenvalue
problem otherwise.

Let N be the inward unit normal vector field on OM if the boundary exists. Consider the
Neumann/closed eigenvalue problem:

Loy = =X, p(d7) =1, Noyloar =0,
where ¢y = 1, \g = 0, and the Neumann condition N¢;|sps = 0 applies only when OM exists.

It is well known that A; = id for i > 0 and {¢:}i>0 is an orthonormal basis of L?*(p), see for
instance [8].



3.1 Long time behavior of E[W(su, 11)?]
Recall that for any 0 # f € L*(u) with u(f) =0,

V)= /0 T WP € (0, 00),

where P, is the diffusion semigroup of X;. By div,(Z) =0, Z¢; := (Z, V¢;) satisfies u(Z¢;) = 0
The following result is due to [37] for Z = 0 and [33] otherwise.

Theorem 3.1 ([33, 37]). Let X; be the (reflected if OM exists) diffusion generated by L =
A+ VV +7Z on M.

(1) When OM is either empty or convex,

hm tEY [Wa (e, p)?] = z:: ¥ (1 - )\%VZ@)

=1
holds uniformly in v € .

(2) If OM is non-convez, then there exists a constant ¢ € (0, 1] such that

CZ )\2( — —Vz¢) < liminf inf tE"[Wq(u;, 11)?]

t—oo veER

. v G 2 1
< lim sup sup tEE [Wg(,ut,,u)z] < g v (1 — sz@-).
i=1 "1 !

t—oco veP

Theorem 3.1 shows that a divergence-free perturbation Z accelerates the convergence of
E[Wy(p, )% with the exact factor ——Vz¢ This fits well to the observation in [12] that
divergence-free perturbations accelerate the convergence in the algorithm of Gibbs measure.

On the other hand, since \; = i1, Theorem 3.1 shows that E*[Wy(u, )2 =t~ if and only
if d < 3. Correspondingly to Theorem 2.3, the following result also present exact convergence
rates for d > 4, where the lower bound estimate for d = 4 is due to [33] and other estimates
are taken from [37].

Theorem 3.2 ([33, 37]). The following holds for large t > 0 uniformly in v € P:

t1, if d < 3,
E" [Wa(ue, p)*] < Q7 og(t +1), ifd =4,
=t if d> 5.

Indeed, for d = 4 we have the following renormalization formula.
Theorem 3.3 ([23]). When d =4 and OM is empty, there holds
vol(M)

RN 2 2 o —
g&fﬁg ogt E Wa (g, ) 82 0

where vol(M) is the volume of M.

When d > 5, it is not clear whether the the following limit exists or not:
.2
lim ta—=2E[W3 (e, 1))
t—o00



3.2 Long time behavior of tWy(uy, p)? for d < 3

We first consider the weak convergence of tWs(jus, 1)
Theorem 3.4 ([37]). Ifd < 3,Z =0, and OM 1is either empty or convex, then

llm tWo (1, 1 Z )\2 in law,

where {&;} are i.i.d. standard normal random variables.

Next, we consider the convergence of tWoy(ju, 1)? in LI(P) for any ¢ > 1 to the following
specific process =(t):

=0=3 %7
where
/ 8i(X,
Recall that by the central limit theorem of [39], ¢;(t) — N(0,2V,,) weakly with

Vg = / (@i Frps)dt = %(1 - %VZ@-)-
0 i i
We will consider initial distributions in the classes
Py ={v=ppc PM): |p|pr, <R}, k,R>1.
Theorem 3.5 ([36]). Let OM be empty or convex. If d < 2, then
lim sup EY [|tWa (e, 1) — E(t)m =0, ¢>1.

t—o00 ,,

If d = 3, then
lim sup E¥ HtW2 L, 1t)? —E(t)}q] =0, k,R,q>1.

t—o00 ve @k R

3.3 Moment estimates on W, (u, 1)

QN

The following result shows that the exact convergence rate of (E[W, (s, 1)) is uniformly in

p>1and g > 0.
Theorem 3.6 ([36]). Let p € [1,00) and g € (0,00).

(1) If p < (df‘;)+ V d(d;2)7 where (df—‘;ﬁ = oo when d < 2, then the following asymptotic
ormula for large t > 1 holds uniformly in v € P:
f g y
1, if d < 3,

QN

(B [Wy (e, p)4]) * <t logt, if d =4,
tTa2, ifd > 5.

(2) Ifp > = 2)+ v 42 hen for any k, R > 1 the above asymptotic formula for large t > 1
holds umformly in v G PR



4 Exponential Ergodic Markov processes

In this part, we consider a general framework of exponential ergodic Markov process, which
will be extended in Section 5 to non-exponentially ergodic setting.

Let (M, p) be a length space, which is the basic space for analysis on the Wasserstein space
(see [3, 24]), i.e. for any z,y € M, the distance p(x,y) can be approximated by the length of
curves linking x and y. A typical class of length space is the geodesic space, where the distance
p(x,y) can be reached by the length of a geodesic curve linking x and y.

Let X; be an ergodic Markov process with unique invariant probability measure p. We
estimate the upper bound of E[W,(u, 11)%]. Since the empirical measure is usually singular
with p, to apply analysis techniques we need to regularize u; using the following introduced
diffusion process on M.

Let X, be a reversible diffusion process on M with the same invariant probability measure p,
and with p as the intrinsic distance. Heuristically, X; has symmetric Dirichlet form (&, 2(&))
in L?(p) satisfying

A(f. f) = /M Ve, f € Chn(M) C (&),

where Cj, (M) is the set of all bounded Lipschitz continuous functions on M, and

Vf(z)| :=limsup —~——+
Vi@ Y p(z,y)

More precisely, we assume that Cj, (M) is a dense subset of 2(&) under the &-norm

1l = \Ju(F2) + €1, ),

and the Dirichlet form restricted on Cj, (M) is formulated as

(g;(fvg) = /Jw]-—‘(fvg)d,u7 f7g € Cb,L(M)7

where
I': Cb,L(M) X Cb’L(M) — %b<M)
is a symmetric local square field (champ de carré), i.e. for any f,g,h € Cy (M) and ¢ € CL(R),

we have

U(f, )x) = |Vf(z)| = limsupM, x e M,

Yz p(r,y)
U(fg,h) = fT(g,h) +gU(f, h), T((f),h) = ¢ (/T(f,h).

~

Moreover, the generator (L, Z(L)) satisfies the chain rule

Lo(f) = (f)Lf +¢"(NIVFP fe2(L)NCyr(M),¢ € CXR).

We make the following assumption.



(A) The reference diffusion semigroup P, has heat kernel P with respect to p, and there exist
constants 3, \,d, k € (0,00) such that

(41) ||vptf||L2(H)*>Lp(u) < ]{Ze_Att_ﬁ, t>0,
(4.2) / (ptp(x, -)p)%(as)u(dx) < kt, t €10,1],
M
(4.3) ‘/‘ﬁxx,xNde)fgkti te (0,1,
M

Moreover, there exist constants 61,6, € (0,00) such that

(4.4) 1P — gl zoy < 1677, ¢ > 0.

Note that conditions (4.1)-(4.3) can be verified by choosing a suitable symmetric reference
distance p. Indeed, for small p the Dirichlet form & is larger, so that P; has better properties.
When p = 2, (4.1) holds for § = 3 if and only if L has a spectral gap, i.e.

gap(L) := inf {&(f, f) : u(f*) — p(f)* =1} > 0.

The only condition on X, is the exponential ergodicity (4.4), which will be weakened later
on by allowing more general ergodic rate.
Let K := 8+ 4. The convergence rate of E[W,(, p1)*] will be given by

t= if K <1,
Ex(t) == t7Hlogt)?, if K =1,
e, i K> L

Theorem 4.1 ([34]). Assume (A) and let K := B+ 9. Then there exists a constant ¢ > 0 such
that for any t > 0,

(4.5) B W, (e, 12)?] < c€ic(t), t>0.
If P, has heat kernel p, with respect to p, then for any q € [1,2],t > 1 and x € M,

211
tq

B W, )] € 2 B (X)) 4 2 )] (it = D)

LZ=d (p
In particular, when py is bounded, there exists a constant ¢ > 0 such that

(4.6) sup E* (W, (uus, )] < et — 1), t> 1.
zeM

Comparing with the exact convergence rate for elliptic diffusions on compact manifolds, the
present convergence rate is less sharp. However, as a universal convergence rate for arbitrary
exponential ergodic Markov processes, £k (t) is almost optimal. To see this, let us consider the
following example.



Example 4.1 (Markov processes on compact manifolds). Let M be a d-dimensional
compact connected Riemannian manifold possibly with a boundary M, let p(dz) = e"@dx
be a probability measure on M for some V € C?(M), and let L:=A+VV (with Neumann
boundary condition if OM exists). Then (4.1)-(4.3) hold for 3 = % so that K = 1 + 4. By
Theorem 4.1, for any Markov process on M satisfying (4.4) for some constant 61,6, > 0, there

exists a constant ¢ > 0 such that (4.5) holds, and (4.6) holds when p; is bounded, for

t= if d < 2,
Ex(t) := < t7Hlogt]?, ifd=2,
t=a, if d>2.

On the other hand, according to [35], for X; being the a-stable time changed process of Xt,

1 ifd<2(1+a),
B [Wy (1, 1)*] < { t™1logt, if d=2(1 + a),
i ifd > 2(1+ a).

Since & (t) is the universal convergence rate for all o € (0,1), it is reached by the exact rate
as @ — 0, except [logt]? in the critical case.

Next, we consider a class of Markov processes on R".

Example 4.2 (Markov processes on R"). Let M =R" let V € C*(R") such that
V(z) =)+ (L+0z]")", = €R",
where ¢ € CZ(R"), 6 > 0,7 € (3,00] are constants. Let

e V@ dy

p(dz) = py(de) = T e Vods
R”

Then for any Markov process on R™ satisfying (4.4), there exists a constant ¢ > 0 such that

=t ifn=1,7>1,
EF[Wo (e, 11)%] < ¢t log(2+ )2, ifn=1,71=1,
_%, otherwise.

Proof. Let L = A — VV. By Theorem 4.1, it suffices to verify (4.1)-(4.3) for p=2,5 = %, and

d= 22:_”1. Since

lim L|-|(z) = —o0 < 0,

|z|—o00

25, Corollary 1.4] ensures gap(L) > 0, so that (4.1) holds for p = 2 and 8 = 3

10



Next, by [26, Theorem 2.4.4] and V2V > —c¢;1,,, where I, is the n x n-unit matrix, we find
a constant cs > 0 such that

(4.7) Pr(z, @) < =

p(B(z, /1))’

where B(z,r) :={y € R": |z —y| < r},r > 0. Then (4.3) with d = 2= follows provided

x e€R" re(0,1],

K (dl‘_) cr- 22-:—"1 r €T n
(4.8) /n (Blz.1)) < , re(0,1],zeR

holds for some constant ¢ > 0. Since v is bounded, there exists a constant C' > 1 such that
Cle= (0 4y < p(dz) < Ce= U+ g
So, (4.8) is trivial for |z| < 1. On the other hand, when |z| > 1 we have
lz]
2

so we may find a constant c3 > 0 such that

IN

] = 7 <zl re[0,1],

»-l>|‘€

(1 + @‘az - 2)7 = (1+0Jz]?) + /0 %(1 +0(|z| - Z)2>Tds

(14 0y = /0 (10021 2)?) (1el = 3)as

< (140l — car|z™

Hence, there exist constants ¢4, ¢5 > 0 such that for |x| > 1 and r € (0, 1],

M(B(JZ,T)) > /( ) (1+9\y|2)rdy
15

)7 o (1+012) " +egr|zf?7—

#H

(4.9)

—(1+0|z— ‘l

> cxr’e

Therefore, there exist constants cg, c; > 0 such that

14 dI _ _ 27—1
/ K ( ) < cer n/ e car|z| dr
R ,uv(B(l'ﬂ“)) "
o 9 o 5 1
_ _ Tn _ _ T—
= crr "/ s e g = oo 1/ s lems T s,
0 0

Thus, (4.8) holds for some constant ¢ > 0.

Finally, it is easy to see that V2V > —cI, and |[VV(z)]*> < ¢(1 + |2]*7) hold for some
constant ¢ > 0. So, we find a constant cg > 0 such that
Lz —?=2n+2(VV,z =) =20+ 2(VV(z),z —-) — 2(VV(z) = VV,z —-)
<+ |VV(@)P+ |z —? + 2] — P < es(1+ |2|* + |z — %), =R,

(4.10)

This implies
(4.11) Pile — X(x) = E*|x — X,* < cg(1 + |2]*"|)te™!, x € R", t > 0.
Noting that u(] - [*7) < oo, we verify condition (4.2) for p = 2 and some constant k > 0. O

11



As a special case of Exa (ple 4.2, we consider the stochastic Hamiltonian system, a typical
degenerate SDE for X; = X(Q) ) on R™™ =R" x R™ (n,m > 1 may be different):

a ()4
(4.12) {dX = KQX,”

X® = v2aw, — {eQX '+ rxP Yt

where W, is the m-dimensional Brownian motion, () € R"®™ such that QQ* is invertible, and
k,0 > 0 are constants. Let

Ny(dxy) = (%)ge 3l 1‘2d:1:1, Ne(dxs) = (;)ge;mpd:@.

™

By [28], where more general degenerate models are considered, the associated Markov semigroup
P, is exponentially ergodic in entropy, hence (4.4) holds. So, as shown in Example 4.2, (4.1)-

(4.3) hold for p = 2,5 = 2, and d = Lm) Therefore, for any time-changed process of X,
there exists a constant ¢ > 0 such that

BX[Wa(jue, 1)?] <t 7.

5 More general ergodic Markov processes

For some infinite-dimensional models, see for instance [31], (4.3) fails for any d € (0, 00), but
there may be a decreasing function « : (0,00) — (0, 00) such that

/Mﬁt($,x)u(dx) <~(), t>0.

Next, in infinite-dimensional case the condition (4.2) may be invalid for small time, see Corollary
5.2 below. Moreover, in case that P, is not L?-exponential ergodic, by the weak Poincaré
inequality which holds for a broad class of ergodic Markov processes, see [22], we have

B (1B = ]| ooy 220y = 0.

To cover these situations for which Theorem 4.1 does not apply, we present the following result
for the empirical measure p; of the Markov process X; with semigroup F;.

Theorem 5.1 ([34]). Assume (4.1), (4.2). If there exist a constant q € [1,00],¢" € [-17,00],
a decreasing function v : (0,00) — (0,00) and an increasing continuous function h : [0,1] —
[0, 00) with h(0 = 0 such that

65.1) | (Putay)

SAIN

(x)p(dz) < h(t), te (0,1, € M,

(5:2) tlgglo 17~ 'uHLq (W—LTT ()
(5.3) /M 152 (s M LoDz W, ) o ul(dy) < (), 7> 0.

12



For anyt >0, let

JolPe=pll e =
o g (B it ([ LY )

Then there exists a constant ¢ > 0 such that for any t > 0,
(5.4) EH W, (e, 1)?] < €£(1).

If P, has heat kernel p, with respect to p, then for any q € [1,2],t > 1 and x € M,

N

(5.5) B [W, (11, 1)) éct‘q/O E* [1(p(Xs, )7 ]ds + c(|[pa(x, )| E(t—1))2.

2
L2=4 ()
To verify Theorem 5.1, we present below a simple example where P, only has algebraic
convergence in || - || oo (uy—r2(u), 50 Theorem 4.1 does not apply.

Example 5.1. Let M = [0,1], p(z,y) = |z — y| and p(dx) = dz. For any [ € (2,00), let X}
be the diffusion process on M \ {0, 1} generated by
d? - d
L:={z(1- x)}l@ + 1{z(1— :U)}l 1(1 - Qx)a
Then Theorem 4.1 does not apply, but by Theorem 5.1 there exists a constant ¢ > 0 such that
for any ¢t > 0,

(11, ifle(2,5),p€ 2,87,
t~log(2 + 1)), if L € (2,5),p =1L
(5.6) EX W, (g, 11)?]) < ¢ [ llog 2+ )]s, ifle (2,5],p > 1B
=1 [log(2 + t)]?, ifl>5p=2
t—ﬁ, if1>5p>2.

\

Proof. We first observe that (4.4) fails, so that Theorem 4.1 does not apply. Indeed, the
Dirichlet form of L satisfies

1
l
(5.7) §(t9) = [ {o(t -} ) w)ds, f.g € CHOI) € 2(6).
0
Let pr be the intrinsic distance function to the point % € M. We find a constant ¢; > 0 such

that
‘/{ 1—3 st

Then for any € > 0, we have p(e**r) = oo, so that by [2], gap(L) = 0. On the other hand, since
L is symmetric in L*(p), by [22, Lemma 2.2, (4.4) implies the same inequality for k = 1, so
that gap(L) > A > 0. Hence, (4.4) fails.

M\N

+ (1 —:U)I’%), x € M.

>Cl(
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To apply Theorem 5.1, let P, be the standard Neumann heat semigroup on M generated
by A. It is classical that (4.1) and (5.1) with h(t) = kt hold for some constant k& > 0 and

1 p= 2

Moreover, there exists a constant co > 1 such that
H]S%HLm(u)_)Ln(u) <c(l+r"2m), 1<m<n<oor>0,
so that for ¢ = oo and ¢ > 1,

A N 7~ _1
1Dz (s M zag Pz (v, N o (o (dy) < el Pell Ly gy pag (1 +772)
ch(l%—r_%)(l—i-r_%), r > 0.

Hence, there exists a constant ¢z > 0 such that (5.3) holds for

2q—1

y(r) =cs(1+7r" 20 ).

Combining this with (5.8), we find a constant k£ > 0 such that for any r € (0, 1),

1, if1<qg<-t,
\/ 7’+8 2 . pl
(5.9) " ds <k; log(1+r~H)?, if1<q= 1,
(r+ )8 1 (p—2)q
r (24), ifg>1v-L
p

To calculate || P,— p| for ¢ = oo, we apply the weak Poincaré inequality studied

in [22]. Let

L9 ()= LT ()

Ms;=1[s,1—5s], s€(0,1/2).

Noting that pu(dz) = dz and letting v(dz) = {z(1 — z)}|dx, we find a constant ¢, > 0 such
that

sup pu([r,1/2))v([s,r]) < 2" sup (1 - r) ("' =) < s, s€(0,1/2).

rels,1/2) refsl] N2
By the weighted Hardy inequality, see for instance [26, Proposition 1.4.1], we have
Py < e (1), f e CH([s1/20), f(1/2) = 0.

By symmetry, the same holds for [%, 1 — s] replacing [s, %] So, according to [26, Lemma 1.4.3],
we derive

u(F1ar,) < deas (1 PLas) + p(FLas )% f € CM(Js,s — 1))

Combining this with (5.7), for any f € Cj (M) with p(f) = 0, we have u(fla,) = —p(flae)
so that

w(f2) = p(f2Lare) + p(f21a) < p(f2lage) + deas' ' E(f, f) + pu(fLae)?,

14



< dess T E(f f) 2 In(MD)? < deas ™ E(f, f) +85%[ fl5, s € (0,1/2).
For any r € (0,1), let s = (r/8)2. We find a constant ¢; > 0 such that

u(f?) < esr= 2 E(f )+l fll%, 7€ (0,1),u(f) =0, f € Co(M).
By [22, Corollary 2.4(2)], this implies

2
-1

Py = il ooy 2y = 1P = pll2y—rin) < cs(1+1)7=1, >0

for some constant ¢ > 0. Since P, is contractive in L™(u) for any n > 1, this together with the
interpolation theorem implies

4(g—1)
| P, — p] <cg(l+1t)" q“*l), t>0.

L () LT () —
Noting that ¢’ = oo, we find a constant & > 0 such that
g t, if I €(2,5),q> ¢4,
.1 F t = - P - q d < l{; -1 1 — e
510) T =7 [P ull g ete il S S og2 40, if1=50 =00
(L+t) 1, if ] >5,qg=00

We now prove the desired estimates case by case.

(1) Let [ € (2,5) and p € [2, 13- l) Taking ¢ € (5%, ;15) in (5.9) and (5.10), we obtain
f <k inf {t =kt~
AL D@ Fry <k Rl AT ) =

So, the desired estimate follows from Theorem 5.1.
(2) Let I € (2,5] and p = £3=L. Taking ¢ = 4 = ﬁ in (5.9) and (5.10) we find a constant
¢ > 0 such that

f <k inf {t 'log(2+ t)][log(1 H2 < ct Mlog(2 + 1)]°.
11101]{77 (t)+r} 1%1]{ log(2 + t)][log(1 4+ r ")]* +r} < ct{log(2 + t)]
This implies the desired estimate according to Theorem 5 1.
(3) Let [ € (2,5] and p > 3=, We have ¢ := 4 > - —L, so that (5.9) and (5.10) imply
4p+l 13 _4p+l=5
l%fu {n(r)L)+r} <k i%fl] {t " log(2 + t)]r +r} <c[t7'log(2+1t)]
re( re(0,

for some constant ¢ > 0, which implies the desired estimate by Theorem 5.1.
(4) Let | > 5 and p = 2. By taking ¢ = oo in (5.9) and (5.10), we find a constant ¢ > 0
such that

_ 4
re%fl] {n(rTt)+r} < l{;ren%fl {t71 1 log(1 + 7 )]> +r} < ct™ 7 [log(2 + t)]%.

By Theorem 5.1, the desired estimate holds.
(5) Let I > 5 and p > 2. By taking ¢ = oo we find a constant ¢ > 0 such that (5.9) and
(5.10) imply

4 p—2 __ 8
inf J+rt <k inf {t77=ir 2 4l <ct P00
r€(0,1] {77 } — re(0,1] { } -

for some constant ¢ > 0. Hence the desired estimate holds according to Theorem 5.1.
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Finally, we consider the following semilinear SPDE on a separable Hilbert space H: Consider
the following SDE on a separable Hilbert space H:

(5.11) dX; = {VV(X,) — AX, }dt + vV2dW,

where W, is the cylindrical Brownian motion on H, i.e.
oo
W, =) Bie;, t>0
i=1

for an orthonormal basis {e;};>1 of H and a sequence of independent one-dimensional Brownian
motions { B };i>1, (A, Z(A)) is a positive definite self-adjoint operator and V' € C'(H) satisfying
the following assumption.

(Hy) A has discrete spectrum with eigenvalues {\; > 0};>; listed in the increasing order count-
ing multiplicities satisfying S% , A% < oo for some constant § € (0,1), and V e C'(H),

i=1""

VV is Lipschitz continuous in H such that
(5.12) (VV () = VV(y),x —y) < (K+M)r—y], v,yeH

holds for some constant K € R. Moreover, Zy := ,uo(ev) < 00, where g is the centered
Gaussian measure on H with covariance operator A~!.

(H;) There exists an increasing function ¢ : (0,00) — [0, 00) such that

1

V(z)| < 5(@/)(5_1) + €|x|2), reH,e>D0.

(H3) There exist constants ¢ > 0 and 6 € [0, \;)

\VV(z)| <c+0|z|, =eH.

Under (H,), for any .#y-measurable random variable X, on H, (5.11) has a unique mild
solution, and there exists an increasing function v : [0,00) — (0, 00) such that

E[llXli] < o) (1 +E[IXo?]), =0,

see for instance [27, Theorem 3.1.1].
Let P; be the associated Markov semigroup, i.e.

Bf(e) = ETf(X), t>0,f € Z(H), zcH

where %,(H) is the class of all bounded measurable functions on H, and E” is the expectation
for the solution X; of (5.11) with X, = x. In general, for a probability measure v on H, let E¥
be the expectation for X; with initial distribution v.

By (Hy), we define the probability measure

p(dr) = Z, eV po(dx).

Then P, is symmetric in L2(s).
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Corollary 5.2. Assume (Hy) and (Hz). Let

1
t

£(t) .= inf (—r‘lek’"u“w(krl) + Tl_(S), t> 0.

re(0,1)

Let X; = th for an increasing stable process Sy with Sy = 0 which is independent of X.

(1) There exists a constant ¢ > 0 such that

(5.13) EH [Wa e, 1)?] < c€(t), ¢ >0,

(2) If (Hs3) holds, then there exists a constant k > 0 such that

(5.14) (B [Wy (g, 1)])° < keMlPe(t — 1), t> 1,2 € H.

Proof. By inequality (25) in [31], (H;) and (H2) imply (5.3) for

() 1= i !

for some constant k£ > 0. By (5) in [31],

||Pt - /’LHLQ(H) < 67A0t7 t>0

for some constant Ay > 0, which implies (4.1) for p = 2 and § =

[e.9]

representation. Moreover, since k :== ) >~ A~ ¥ < o0,

% according to the spectral

00 t 00
i=1 70 i=1

so that (5.1) holds for p = 2 and h(t) = kt'~°. Therefore, (5.13) follows form (5.4). If moreover
(Hs) holds, then as shown in the proof of [31, Corollary 2.2(2)], we have p;(z,z) < ce for

some constant ¢ > 0, so that (5.14) is implied by (5.5).

The following example extends [31, Example 2.1].

]

Example 5.2. Assume (H;) and that such that V' is Lipschitz continuous, and let X; = th
for an increasing stable process S; with Sy = 0 which is independent of X. Then (H;) holds for
¥(s) = cps for some constant ¢y > 0. So, by taking r = N(logt)~! for a large enough constant
N > 0, we find a constant ¢ > 0 such that (5.13) and (5.14) imply that for large ¢ > 0

B [Wa g, 1)?] < er(logt)® !,

(B [Wy (g, 1)) < e (log )7, 2 € H.
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6 Some General Estimates on Wasserstein Distance

In this part, we introduce some useful techniques in estimating the Wasserstein distance for
empirical measures of diffusion processes.
Let (M, p) be a length space, and recall that for a Lipschitz continuous function f

o M) = S
IVfI(fv)'—ly%p )

Let (L, 2(L)) be the self-adjoint Dirichlet operator in L2(p) with Dirichlet form (&, 2(&))
satisfying Cy, (M) C 2(&) and
E(f. 1) =u(VFP), [ € Chr(M).
Let X; be the diffusion process generated by
L:=L+2Z,
where Z is a bounded vector field with div,(Z) =0, i.e.

|Z]|oc :== sup |Zf| < oo,
1fllzip<1

[ zian=0. e
M

6.1 Upper bound estimate
According to [17, Theorem 2], for any probability density f of u, we have

(6.1) W, (f, )P < pPu(|V(=L)7(f = 1)), p€ [l 00).

The idea of the proof goes back to [4], in which the following estimate is presented for probability
density functions fi, fo:

(6.2) (fl#l,fQMQ / M fif?z) S du,

where . (a,b) := 1{%(»0}% for a # b, and A (a,a) = 1gz=0pa™'. In general, for p > 1,
denote #, = .# if p =2, and when p # 2 let

a’ P — p*P

Mp(a,b) = 1{a/\b>0}( for a #b, M,(a,a)= 1{a>0}a1_p.

2= p)a—)
The following result extends (6.1) and (6.2).

Theorem 6.1. For any probability density functions fi and fo with respect to p such that
JiVvfa>0,

W, (fip, f2u)p<m1n{p”2p 1/ VI f1+50]3p . / V(= - )P dy,

/ = f17f2) o dﬂ}'
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Proof. 1t suffices to prove for p > 1. Consider the Hamilton-Jacobi semigroup (Q;)i~o on
C@L(M ):

Q6= inf {¢(x) n p(x,.)p}, t> 0,6 € Cyp(M).

Then for any ¢ € Cy (M), Qo¢ := limy o Q1 = ¢, ||VQid|| is locally bounded in ¢t > 0, and
;¢ solves the Hamilton-Jacobi equation

ptr1

d D — 1 _P_
6.3 — = —— —1 ¢ > 0.
(6.3) dtQt¢ ) IVQ:ip|pT,
Let ¢ = ;2. For any f € Cj(M), and any increasing function § € C'((0,1)) such that

0o := limg 005, = 0,60, := lim,,; 05 = 1, by (6.3) and the integration by parts formula, we
obtain

p(Quf) — pa(f) = /01 {i/vb([fl +0,(f2 — f1>]st)}dS

= [as [ (ot @ - LEHE= R g pyay
0= )
q

VQ.fI)]ds
fi+0s(fa— f1)
q

_ / (66 ((~1)(f2— 1.QuF) — n(

< /0 (09 (=D)(fa = £ [9Quf| - VQ.fI")ds

Combining this with Young’s inequality ab < a? /p + b?/q for a,b > 0, we arrive at

v [ 16517
60 m@h)-mn < [ 19 Pl | g s
By Kantorovich duality formula
lwp(ﬂlalm)p: sup {1 (Q1f) — pa(f)},
p feci(M)
and noting that
fl +98(f2 - fl) = fl + f2 - stl - (1 - 03>f2
B L0 (100
_(f1+f2)<1 fit /e fit /2 )
> (fi + f2) min{l — 6;, 05},
we deduce from (6.4) that
ve [ (A V(= — fo)l?
(6.5) W (p1, p2)” < o min{f,,1— 0,11 / f1+f2 Jp1 dy.

By taking
O = 1o, 11(5)277's” + L1 y(s){1 = 271 (1 = 5)7},
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which satisfies
0. = p2’ 'min{s,1 — s}’ min{f,,1 —6,} =2 ' min{s, 1 — s}?,

we deduce from (6.5) that

-3 p
p < oP— 1/ | (f2 f1)| d
Wy (fip, fap)? < p” f1 T
Next, (6.5) with s =1 — (1 — s)P implies
W, (fip, fop)? <pp/ = p_l f1)|
1
Finally, with 6; = s we deduce from (6.4) that
(= — f)l
dp.
Mot fap < [ g R
Then the proof is finished. n

We now apply Theorem 6.1 to the regularized empirical measure

Hie = pe*,ut

for suitable choice of € = ¢; | 0 as ¢ T co. To this end, we make the following assumption on
the reference diffusion process X; introduced in Section 4.

(A) The following conditions hold for some d € [1,00) and an increasing function K : [2,00) —
(0, 00).

e Nash inequality. There exists a constant C' > 0 such that
(6.6) ()’ < CENTu(f)T2, fe D= {fe€2E): ulf)=0}.

e Continuity of symmetric diffusion. For any p € [2, 00),

(6.7) E“[p(Xo,Xt)”]z/ p(z, y)pe(z, y)u(dz)p(dy) < K(p)ts, te[0,1],

MxM
where p; is the heat kernel of P, with respect to u.

e Boundedness of Riesz transform. For any p € [2, 00),

(6.8) IV(=L)" fllerty < KON lergys f € LP(p) with u(f) = 0.
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It is well known that (A) holds for the (reflecting) diffusion process generated by L :=
A + VV considered in Introduction.

Besides the elliptic diffusion process on compact manifolds, some criteria on the Nash in-
equality (6.6) are available in [26, Section 3.4]. In general, (6.6) implies that for some constant
co > 0,

d(g—p)

(6.9) 1P = 1l oy pagny < co(LAE)™ 20 e M >0, 1<p<q< oo,

and that —L has purely discrete spectrum with all eigenvalues {Ai}i>0, which are listed in the
increasing order counting multiplicities, satisfy

(6.10) A > ciid, i>0,

for some constant ¢; > 0. The Markov semigroup P generated by L has symmetric heat kernel
py with respect to o formulated as

(6.11) Pz, y) =1+ Ze”\it@(m)@(y), t>0,z,y€c M.
i=1

All these assertions can be found for instance in [10].

The condition (6.7) is natural for diffusion processes due to the growth property E|B; —
BylP < ct5 for the Brownian motion B;. There are plentiful results on the boundedness condi-
tion (6.8) for the Riesz transform, see [5, 7, 9] and references therein.

The following result shows that under assumption (A), the convergence rate of (EW? (1, M))%
is given by

e, if del,4),
~a(t) == t’%\/logt, if d=4,
s, if d e (4,00).

Theorem 6.2 ([36]). Assume (A). Then for any (k,p,q) € (1,00] x [1,00) x (0,00), there
exists a constant ¢ € (0,00) such that

Q=

1
(6.12) (EY [W(pag, pr)]) @ < cHh,,sz(u)’yd(t), t>2 v=h,u€ P with h, € L*(u),

_ dv __
where v = h,u means 5= h,.

6.2 Lower bound estimate

To derive sharp lower bound estimates, we make the following assumption (B) which holds
in particular for the (reflecting) diffusion operator L:= A+ VV on a d-dimensional compact
connected Riemannian manifold, since in this case conditions (6.13) and (6.14) are well known,
and the other conditions have been verified by [37, Lemma 5.2]. For M being a smooth domain
in R (6.15) is known as Sard’s lemma (see [13, p130, Excercise 5.5]) and has been discussed
in [6, Section 3.1.6]. The function f¢ in (6.16) is called Lusin’s approximation of h (see [1, 15]).
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(B) Let {\;}iso be all eigenvalues of —L listed in the increasing order with multiplicities.
There exist constants k > 0 and d € [1,00) such that

(6.13) A < kid, i>0,

(6.14) Wy (VP 1) < kWy(v,p), tel0,1], ve 2.
Moreover, for any f € 2(&),

(6.15) p({IVf]>0,f=0}) =0,

and there exists a constant ¢ > 0 independent of f such that
(6.16) W01 < 5 [ 9IPd ¢ >0

holds for a family of functions {fe : £ > 0} on M with ||V fe||oo < €.
Theorem 6.3 ([36]). Assume (A) and (B). Then for any q € (0,00), we have for large t > 0,
inf BY[WY (e, )] = ya(t)”.

Finally, we present a lower bound estimate which also applies to infinite-dimensions and
generalizes [16, Proposition 4.2] for the finite-dimensional setting.

Theorem 6.4. Let p € P(F) such that
(6.17) sup u(B(z, 1)) < (r), r=0

zeFE

holds for some increasing function v, where B(z,r) := {y € E : p(z,y) < r}. Then for any
N > 1 and any probability measure puyn supported on a set of N points in E,

, 1
(6.18) W (v, p) > 2‘?%1(%),

where Y1 (s) :==sup{r > 0:¢(r) < s}, s > 0.

Proof. Let D = suppuy which contains N many points, so that from (6.17) we conclude that
D, := UgepB(x,r) satisfies

Therefore, for any m € € (un, 1), we get
| peratndy = [ nedy) = 7u(Dp = {1 - No@), T 20
ExXE DxD¢
Taking 7 = ¢~ 1(1/(2N)) we derive

Wy, v > supr?[L— No(r)] > 2 {7 (1/2N)) .

r>0
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To apply Theorem 6.4 to the empirical measure pu;, we only need to compare u; with the
discretize empirical measure

1N
M, N = N Z(SXit/N7
i=1

with suitable choice of N = N; — oo as t — 00.

Acknowledgement. The author would like to thanks the referee for helpful comments and
corrections.
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