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Abstract

The log-Harnack inequality and Bismut formula are established for McKean-
Vlasov SDEs with singularities in all (time, space, distribution) variables, where
the drift satisfies an integrability condition in time-space, and the continuity in
distribution may be weaker than Dini. The main results considerably improve
the existing ones for the case where the drift is L-differentiable and Lipschitz
continuous in distribution with respect to the 2-Wasserstein distance.
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1 Introduction

Let P be the set of all probability measures on Rd equipped with the weak topology,
and let Wt be an m-dimensional Brownian motion on a complete filtration probability
space (Ω, {Ft}t≥0,F ,P). Consider the following McKean-Vlasov SDE on Rd:

dXt = bt(Xt,LXt)dt+ σt(Xt)dWt, t ∈ [0, T ], (1)
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where T > 0 is a fixed time, LXt is the distribution of Xt, and

b : [0, T ]× Rd × P̃ → Rd, σ : [0, T ]× Rd → Rd ⊗ Rm

are measurable for some non-empty subspace P̃ ⊂ P equipped with a complete
distance ρ̃. Because of its wide applications, this type SDE has been intensively
investigated, see for instance [4, 5, 8, 9, 16, 17, 23] and the survey [11].

In this paper, we study the regularity of (1) for distributions in

Pk :=
{
µ ∈P : ‖µ‖k := µ(| · |k)

1
k <∞

}
, k ∈ (1,∞).

Note that Pk is a Polish space under the Wasserstein distance

Wk(µ, ν) = inf
π∈C (µ,ν)

(∫
Rd×Rd

|x− y|kπ(dx,dy)

) 1
k

,

where C (µ, ν) is the set of all couplings of µ and ν. The SDE (1) is called well-posed
for distributions in Pk, if for any initial value X0 with LX0

∈Pk (respectively, any
initial distribution γ ∈ Pk), it has a unique solution (respectively, a unique weak
solution) X = (Xt)t∈[0,T ] such that LX· := (LXt)t∈[0,T ] ∈ C([0, T ]; Pk). In this case,
for any γ ∈ Pk, let P ∗t γ = LXγt

for the solution Xγ
t with LXγ0

= γ. We study the
regularity of the map

Pk 3 γ 7→ Ptf(γ) := E[f(Xγ
t )] =

∫
Rd
fd{P ∗t γ}

for t ∈ (0, T ] and f ∈ Bb(Rd), where Bb(Rd) is the space of bounded measurable
functions on Rd.

As powerful tools characterizing the regularity in distribution for stochastic sys-
tems, the dimension-free Harnack inequality due to [25], the log-Harnack inequality
introduced in [26], and the Bismut (also called Bismut-Elworthy-Li) formula devel-
oped from [6, 10], have been intensively investigated. See for instance the monograph
[27] for an account of related study on SPDEs.

In recent years, the log-Harnack inequality and Bismut type formula have also
been established for McKean-Vlasov SDEs with coefficients regular in the distribution
variable. Below we present a brief summary.

Write bt(x, µ) = b
(0)
t (x) + b

(1)
t (x, µ). According to [29], if b(0) satisfies some

integrability condition on (t, x), and there exists a constant Kb ≥ 0 such that

|b(1)
t (x, µ)− b(1)

t (y, ν)| ≤ Kb(|x− y|+ W2(µ, ν)), (x, µ), (y, ν) ∈ Rd ×P2, t ∈ [0, T ],

then there exists a constant c > 0 such that the log-Harnack inequality

Pt log f(γ̃) ≤ logPtf(γ) +
c

t
W2(γ, γ̃)2, t ∈ (0, T ], f ∈ B+

b (Rd), γ, γ̃ ∈P2
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holds, where B+
b (Rd) is the space of positive elements in Bb(Rd). This inequality is

equivalent to the entropy-cost inequality

Ent(P ∗t γ|P ∗t γ̃) ≤ c

t
W2(γ, γ̃)2, t ∈ (0, T ], γ, γ̃ ∈P2,

where Ent is the relative entropy, i.e. for any µ, ν ∈ P, Ent(ν|µ) := ∞ if ν is not
absolutely continuous with respect to µ, while

Ent(ν|µ) := µ(ρ log ρ) =

∫
Rd

(ρ log ρ)dµ, if ρ :=
dν

dµ
exists.

See also [14, 20, 28] for log-Harnack inequalities with more regular b(0), and see [18]
for the dimension-free Harnack inequality with power.

If furthermore b
(1)
t (x, µ) is L-differentiable in µ ∈ Pk, the following Bismut type

formula has been established in [30] for the intrinsic derivative DI
φ (see Definition 1

below):

DI
φPtf(µ) = E

[
f(Xµ

t )Mµ,φ
t

]
, t ∈ (0, T ], f ∈ Bb(Rd), µ ∈Pk, φ ∈ Lk(Rd → Rd;µ),

where Mµ,φ
t is an explicit martingale. See [3, 5, 12, 19] for earlier results with more

regular b(0). See [2] for the case where µ = δx is the Dirac measure at x ∈ Rd, and
see [22, 24] for a less explicit Bismut formula involving in the inverse of the Malliavin
matrix of the solution.

We emphasize that existing results on log-Harnack inequality and Bismut for-
mula for McKean-Vlasov SDEs only apply to the case with coefficients regular in the
distribution variable, i.e. either W2-Lipschitz continuous or L-differentiable. The rea-
son is that the Zvonkin transform technique [34] used in these references only kills
singularities in the time-spatial variables (t, x), but not the distribution variable.

On the other hand, a derivative estimate has been presented in [7] for the heat
kernel when the drift is of type bt(x, µ(V )), where V is a Hölder continuous function,
and µ(V ) :=

∫
Rd V dµ. In this case, the drift is only Lipschitz continuous in distribution

with respect to

Wε(µ, ν) := sup
{∣∣µ(f)− ν(f)

∣∣ : |f(x)− f(y)| ≤ |x− y|ε
}

for some ε ∈ (0, 1) rather than W1, and hence also has certain singularity in the
distribution variable. This result encourages us to establish the log-Harnack inequality
and Bismut formula for McKean-Vlasov SDEs with coefficients singular in all time-
spatial-distribution variables.

Indeed, we will establish the log-Harnack inequality and Bismut formula for
McKean-Vlasov SDEs with stronger singularity in the distribution variable: the drift
is only Lipschitz continuous with respect to

Wα(µ, ν) := sup
{∣∣µ(f)− ν(f)

∣∣ : |f(x)− f(y)| ≤ α(|x− y|)
}
,
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where α is the square root of a Dini function, i.e. it belongs to class

A :=

{
α : [0,∞)→ [0,∞) is increasing and concave,

α(0) = 0, α(r) > 0 for r > 0,

∫ 1

0

α(r)2

r
dr ∈ (0,∞)

}
.

Noting that
∫ 1

0
α(r)2

r dr <∞ is the Dini condition for α2, the continuity in the distri-
bution variable is even weaker than Dini, so that the existing study in the literature
is considerably improved.

The log-Harnack inequality is established in Section 2, where a key step is to derive
the estimate (Lemma 5 for k = 2):

Wα(P ∗t γ, P
∗
t γ̃) ≤ cW2(γ̃, γ)

α(t
1
2 )√
t
, γ, γ̃ ∈P2, t ∈ (0, T ]

for some constant c > 0.
The Bismut formula for the intrinsic derivative of Ptf is presented in Section 3,

for which we develop new techniques to control the intrinsic derivative DI and the
extrinsic derivative DE of the drift term in the distribution variable (Theorem 7(1)):

‖DIPt[D
Ebt(y, ν)(·)](µ)‖

L
k
k−1 (µ)

≤ c α(t
1
2 )√
t

, t ∈ (0, T ], µ ∈Pk, y ∈ Rd, ν ∈Pk.

2 Log-Harnack Inequality

Since W2 is involved in the log-Harnack inequality, in this section we mainly consider
(1) for (P̃, ρ̃) = (P2,W2), but the drift may be not Lipschitz continuous in Wk for any
k > 0. We first state the concrete assumption and the main result on the log-Harnack
inequality, then present a complete proof in a separate subsection.

2.1 Assumption and main result

We will allow bt(x, ·) to be merely Lipschitz continuous in the sum of W2 and the
Wasserstein distance induced by the square root of a Dini function.

Let α ∈ A . Then it holds

α(s+ t) ≤ α(s) + α(t), α(rt) ≤ rα(t), s, t > 0, r ≥ 1. (2)

These inequalities follow from α(0) = 0 and the decreasing monotonicity of α′ such
that

α′(s+ t) ≤ α′(s), d

dt
α(rt) = rα′(rt) ≤ rα′(t), s, t ≥ 0, r ≥ 1.

The second estimate in (2) with r = t−1 yields

α(t) ≥ α(1)t > 0, t ∈ (0, 1]. (3)
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To measure the singularity in (t, x) ∈ [0, T ] × Rd, we recall locally integrable
functional spaces presented in [31]. For any t > s ≥ 0 and p, q ∈ (1,∞], we write
f ∈ L̃qp([s, t]) if f : [s, t]× Rd → R is measurable with

‖f‖L̃qp([s,t]) := sup
y∈Rd

{∫ t

s

(∫
B(y,1)

|f(r, x)|pdx
) q
p

dr

} 1
q

<∞,

where B(y, 1) := {x ∈ Rd : |x− y| ≤ 1} is the unit ball centered at the point y. When
s = 0, we simply denote

L̃qp(t) = L̃qp([0, t]), ‖f‖L̃qp(t) = ‖f‖L̃qp([0,t]).

We take (p, q) from the space

K :=
{

(p, q) ∈ (2,∞]2 :
d

p
+

2

q
< 1
}
,

and make the following assumption where ∇ is the gradient in x ∈ Rd.

(A) Let (P̃, ρ̃) = (Pk,Wk) for some k ∈ (1,∞). There exist K ∈ (0,∞), l ∈ N, α ∈ A
and

1 ≤ fi ∈ L̃qipi(T ), (pi, qi) ∈ K , 0 ≤ i ≤ l
such that the following conditions hold.

(A1) (σtσ
∗
t )(x) is invertible and σt(x) is weakly differentiable in x such that

‖σσ∗‖∞ + ‖(σσ∗)−1‖∞ <∞, |∇σ| ≤
l∑
i=1

fi,

lim
ε↓0

sup
t∈[0,T ],|x−x′|≤ε

‖(σtσ∗t )(x)− (σtσ
∗
t )(x′)‖ = 0.

(A2) bt(x, µ) = b
(0)
t (x) + b

(1)
t (x, µ), where for any t ∈ [0, T ], x, y ∈ Rd, µ, ν ∈Pk,

|b(0)
t (x)| ≤ f0(t, x), |b(1)

t (0, δ0)| ≤ K,

|b(1)
t (x, µ)− b(1)

t (y, ν)| ≤ K
{
|x− y|+ Wα(µ, ν) + Wk(µ, ν)

}
.

We first observe that (A) implies the well-posedness of (1) for distributions in Pk.
Let [·]α be the α-continuity modulus defined by

[f ]α := sup
x 6=y

|f(x)− f(y)|
α(|x− y|)

.

Since α(0) = 0 and α is concave, there exists a constant c > 0 such that

sup
[f ]α≤1

|f(x)− f(0)| ≤ α(|x|) ≤ α(1)(1 + |x|) ≤ c+ c|x|k, x ∈ Rd.
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Thus,

1

c
Wα(µ, ν) ≤Wk,var(µ, ν) := sup

|f |≤1+|·|k
|µ(f)− ν(f)|. (4)

So, by [29, Theorem 3.1(1)] for D = Rd, under assumption (A), (1) is well-posed for
distributions in Pk, and for any n ≥ 1 there exists a constant cn > 0 such that

E
[

sup
t∈[0,T ]

|Xt|n
∣∣∣F0

]
≤ cn(1 + |X0|n). (5)

Consequently,

sup
t∈[0,T ]

‖P ∗t γ‖kk = sup
t∈[0,T ]

(P ∗t γ)(| · |k) ≤ E
[

sup
t∈[0,T ]

|Xγ
t |k
]
≤ ck(1 + ‖γ‖kk). (6)

Theorem 1. Assume (A) with k = 2. Then there exists a constant c > 0 such that

Ent(P ∗t γ|P ∗t γ̃) ≤ c

t
W2(γ, γ̃)2, t ∈ (0, T ], γ, γ̃ ∈P2. (7)

Example 1. Let h : Rd × Rd → Rd satisfy

|h(x1, y1)− h(x2, y2)| ≤ Kh|x1 − x2|+ α(|y1 − y2|), x1, x2, y1, y2 ∈ Rd

for some α ∈ A and Kh ≥ 0. Then b
(1)
t (x, µ) =

∫
Rd h(x, y)µ(dy) satisfies (A2).

2.2 Proof of Theorem 1

Although in Theorem 1 we assume (A) for k = 2, for later use we will also consider
general k ∈ (1,∞). For any γ ∈Pk, consider the decoupled SDE of (1):

dXx,γ
t = bt(X

x,γ
t , P ∗t γ)dt+ σt(X

x,γ
t )dWt, Xx,γ

0 = x. (8)

By [29, Theorem 3.1(1)] for D = Rd, this SDE is well-posed and (5) also holds for
Xx,γ
t in place of Xt, i.e. for any n ≥ 1 there exists a constant cn(γ) > 0 such that

E
[

sup
t∈[0,T ]

|Xx,γ
t |n] ≤ cn(γ)(1 + |x|n), x ∈ Rd. (9)

Let P γt be the associated Markov semigroup, i.e.

P γt f(x) := E[f(Xx,γ
t )], t ∈ [0, T ], x ∈ Rd, f ∈ Bb(Rd).

We first present the following generalized Hölder inequality with a concave function α.
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Lemma 2. Let α : [0,∞) → [0,∞) be concave. Then for any non-negative random
variables ξ and η,

E[α(ξ)η] ≤ ‖η‖Lp(P)α
(
‖ξ‖

L
p
p−1 (P)

)
, p > 1. (10)

Consequently, for any random variable ξ̄ on Rd, f ∈ C(Rd;B) for a Banach space
(B, ‖ · ‖B) with [f ]α <∞, and any real random variable η̄ with E[η̄] = 0,∥∥E[f(ξ̄)η̄]

∥∥
B ≤ [f ]α‖η̄‖Lp(P)α

(
‖ξ̄ − z‖

L
p
p−1 (P)

)
, p > 1, z ∈ Rd. (11)

Proof. Since the assertion holds trivially for p =∞, we only prove for p <∞. It suffices
to prove for E[ηp] ∈ (0,∞). Let Q := η

E[η]P. By Jensen’s and Hölder’s inequalities, and

using the second inequality in (2), we obtain

E[α(ξ)η] = E[η]EQ[α(ξ)] ≤ E[η]α(EQ[ξ]) ≤ E[η]α

(
(E[ηp])

1
p

E[η]

(
E[ξ

p
p−1 ]

) p−1
p

)
≤ E[η]

{
(E[ηp])

1
p

E[η]
α
((

E[ξ
p
p−1 ]

) p−1
p

)}
=
(
E[ηp]

) 1
pα
((

E[ξ
p
p−1 ]

) p−1
p

)
.

Then the second inequality follows by noting that E[η̄] = 0 implies∥∥E[f(ξ̄)η̄]
∥∥
B =

∥∥E[{f(ξ̄)− f(z)}η̄]
∥∥
B ≤ [f ]αE[α(|ξ̄ − z|)|η̄|].

Therefore, the proof is completed.

To characterize properties of (8), consider the following PDE for u : [0, T ]×Rd →
Rd:

∂

∂t
ut(x) + (L γ

t ut)(x) + b
(0)
t (x) = λut(x), uT = 0, (12)

where λ > 0 is a constant, and

L γ
t :=

1

2
tr
{

(σtσ
∗
t )∇2

}
+ bt(·, P ∗t γ) · ∇. (13)

By [33, Theorem 2.1] and (A), for large enough constants λ, c > 0 independent of γ,
(12) has a unique solution uλ,γ satisfying

‖uλ,γ‖∞ + ‖∇uλ,γ‖∞ ≤
1

5
, ‖∇2uλ,γ‖L̃q0p0 (T ) ≤ c. (14)

So, for any t ∈ [0, T ],

x 7→ Θλ,γ
t (x) := x+ uλ,γt (x), x ∈ Rd (15)

is a homeomorphism on Rd.
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Moreover, for any γ ∈Pk, t ∈ [0, T ], consider

dθλ,γt (x) = b
(1)
t ((Θλ,γ

t )−1(θλ,γt (x)), P ∗t γ)dt, θλ,γ0 (x) = Θλ,γ
0 (x), x ∈ Rd, (16)

and let
θ̃λ,γt (x) = (Θλ,γ

t )−1(θλ,γt (x)), t ∈ [0, T ], x ∈ Rd. (17)

Then we have

dΘλ,γ
t (θ̃λ,γt (x)) = b

(1)
t (θ̃λ,γt (x), P ∗t γ)dt, t ∈ [0, T ], θ̃λ,γ0 (x) = x ∈ Rd. (18)

Lemma 3. Let σ and b satisfy (A). Then the following assertions hold.

(1) For any p ≥ 1, there exists a constant cp > 0 such that

E[|Xx,γ
t − θ̃λ,γt (x)|p] ≤ cpt

p
2 , t ∈ [0, T ], x ∈ Rd, γ ∈Pk. (19)

(2) For any α ∈ A , there exists a constant c > 0 such that the gradient estimate holds:

|∇P γt f |(x) := lim sup
|y−x|→0

|P γt f(y)− P γt f(x)|
|y − x|

≤ cα(t
1
2 )√
t

, [f ]α ≤ 1, x ∈ Rd, γ ∈Pk, t ∈ (0, T ].

(20)

Proof. (1) We will use Zvonkin’s transform defined in (15). By Itô’s formula (see [33,
Lemma 3.3]), we derive

dΘλ,γ
t (Xx,γ

t ) =
{
λuλ,γt (Xx,γ

t ) + b
(1)
t (Xx,γ

t , P ∗t γ)
}

dt+
{

(∇Θλ,γ
t )σt

}
(Xx,γ

t ) dWt. (21)

By (A), (14), there exists a constant C > 1 such that

C−1|Xx,γ
t − θ̃λ,γt (x)| ≤

∣∣Θλ,γ
t (Xx,γ

t )−Θλ,γ
t (θ̃λ,γt (x))

∣∣ ≤ C|Xx,γ
t − θ̃λ,γt (x)|,∣∣b(1)

t (Xx,γ
t , P ∗t γ)− b(1)

t (θ̃λ,γt (x), P ∗t γ)
∣∣ ≤ C|Xx,γ

t − θ̃λ,γt (x)|,∣∣λuλ,γt (Xx,γ
t )

∣∣+
∥∥{(∇Θλ,γ

t )σt
}

(Xx,γ
t )

∥∥ ≤ C, (t, x, γ) ∈ [0, T ]× Rd ×Pk.

This together with (18), (21) and Gronwall’s inequality implies (19).
(2) For any measurable f : Rd → R with [f ]α ≤ 1, take

fn := [(−n) ∨ f ] ∧ n, n ≥ 1.

By an approximation technique, it is sufficient to prove (20) for f ∈ Bb(Rd) with
[f ]α ≤ 1. According to [33, Theorem 4.1], there exists a constant c0 > 0 such that for
any γ ∈Pk, the log-Harnack inequality

P γt log f(x) ≤ logP γt f(y) +
c0
t
|x− y|2, x, y ∈ Rd, t ∈ (0, T ], f ∈ B+

b (Rd)

8



holds, so that [27, Proposition 1.3.8] implies

|∇P γt f | ≤
√

2c0√
t
{P γt |f |2}

1
2 , f ∈ Bb(Rd), t ∈ (0, T ], γ ∈Pk.

Observe that for any f ∈ Bb(Rd) with [f ]α ≤ 1,

|∇P γt f |(x) ≤ inf
z∈R

√
2c0√
t
{P γt (|f − z|2)(x)} 1

2

≤
√

2c0√
t
{E(α(|Xx,γ

t − θ̃λ,γt (x)|)2)} 1
2 (22)

≤
√

2c0√
t
α({E(|Xx,γ

t − θ̃λ,γt (x)|2)} 1
2 ), x ∈ Rd, t ∈ (0, T ],

where in the last step, we used (10) for η = α(ξ) with ξ = |Xx,γ
t − θ̃λ,γt (x)| and p = 2.

Therefore, (20) follows from (22), (19) and (2).

To verify (7), in the following Lemma 4 and Lemma 5 we will prove∫ t

0

{Wα(P ∗s γ, P
∗
s γ̃) + W2(P ∗s γ, P

∗
s γ̃)}2ds ≤ cW2(γ, γ̃)2, t ∈ [0, T ], γ, γ̃ ∈P2 (23)

for some constant c > 0.
Lemma 4. Assume (A). Then there exists a constant c > 0 such that

Wk(P ∗t γ, P
∗
t γ̃) ≤ cWk(γ, γ̃) + c

∫ t

0

Wα(P ∗s γ, P
∗
s γ̃)ds, t ∈ [0, T ], γ, γ̃ ∈Pk. (24)

Proof. We take F0-measurable random variables Xγ
0 , X

γ̃
0 such that

LXγ0
= γ, LXγ̃0

= γ̃, Wk(γ, γ̃)k = E[|Xγ
0 −X

γ̃
0 |k]. (25)

Recall that Θλ,γ
t is defined in (15). By (12), (13) and Itô’s formula, we derive

dΘλ,γ
t (Xγ

t ) =
{
λuλ,γt (Xγ

t ) + b
(1)
t (Xγ

t , P
∗
t γ)
}

dt+
{

(∇Θλ,γ
t )σt

}
(Xγ

t ) dWt, (26)

and

dΘλ,γ
t (X γ̃

t ) =
{
λuλ,γt (X γ̃

t ) + b
(1)
t (X γ̃

t , P
∗
t γ)
}

dt

+∇Θλ,γ
t (X γ̃

t )[bt(X
γ̃
t , P

∗
t γ̃)− bt(X γ̃

t , P
∗
t γ)]dt+

{
(∇Θλ,γ

t )σt
}

(X γ̃
t ) dWt.

(27)

Combining this with (26) and (A), we prove the desired estimate by using the maximal
functional inequality, Khasminskii’s estimate and stochastic Gronwall’s inequality, see
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for instance the proof of [15, Lemma 2.1] for details. Below we simply outline the
procedure.

By (A2) we have

|bt(X γ̃
t , P

∗
t γ̃)− bt(X γ̃

t , P
∗
t γ)|+ |b(1)

t (X γ̃
t , P

∗
t γ)− b(1)

t (Xγ
t , P

∗
t γ)|

≤ K
{
|Xγ

t −X
γ̃
t |+ Wα(P ∗t γ, P

∗
t γ̃) + Wk(P ∗t γ, P

∗
t γ̃)
}
.

Combining this with (26), (27), (A1), the maximal functional inequality and Khas-
minskii’s estimate (see [31, Lemma 2.1 and Lemma 4.1]), we derive

d
∣∣Θλ,γ

t (Xγ
t )−Θλ,γ

t (X γ̃
t )
∣∣k+1 ≤ dMt + |Xγ

t −X
γ̃
t |k+1dLt

+ c1
{
Wα(P ∗t γ, P

∗
t γ̃) + Wk(P ∗t γ, P

∗
t γ̃)
}
|Θλ,γ
t (Xγ

t )−Θλ,γ
t (X γ̃

t )
∣∣kdt,

where c1 > 0 is a constant, Lt is an adapted increasing process with E[eδLT ] <∞ for
any δ > 0, and Mt is a local martingale. Since (14) implies

1

2
|X γ̃

t −X
γ
t | ≤ |Θ

λ,γ
t (Xγ

t )−Θλ,γ
t (X γ̃

t )
∣∣ ≤ 2|X γ̃

t −X
γ
t |,

by the stochastic Gronwall inequality (see [32, Lemma 3.7]), we find a constant c2 > 1
such that{

E
[

sup
s∈[0,t]

|X γ̃
s −Xγ

s |k
∣∣∣F0

]}1+k−1

− c2|Xγ
0 −X

γ̃
0 |k+1

≤ c2
∫ t

0

{
Wα(P ∗s γ, P

∗
s γ̃) + Wk(P ∗s γ, P

∗
s γ̃)
}
E
[
|X γ̃

s −Xγ
s |k
∣∣∣F0

]
ds, t ∈ [0, T ].

So, there exists a constant c3 > 0 such that for any t ∈ [0, T ],

E
[

sup
s∈[0,t]

|X γ̃
s −Xγ

s |k
∣∣∣F0

]
− c2|Xγ

0 −X
γ̃
0 |k

≤ c2
(∫ t

0

{
Wα(P ∗s γ, P

∗
s γ̃) + Wk(P ∗s γ, P

∗
s γ̃)
}
E
[
|X γ̃

s −Xγ
s |k
∣∣∣F0

]
ds

) k
k+1

≤ 1

2
E
[

sup
s∈[0,t]

|X γ̃
s −Xγ

s |k
∣∣∣F0

]
+ c3

(∫ t

0

{
Wα(P ∗s γ, P

∗
s γ̃) + Wk(P ∗s γ, P

∗
s γ̃)
}

ds

)k
.

This together with (25) yields

Wk(P ∗t γ, P
∗
t γ̃) ≤ sup

s∈[0,t]

(
E[|X γ̃

s −Xγ
s |k]

) 1
k

≤ (2c2)
1
kWk(γ, γ̃) + (2c3)

1
k

∫ t

0

{
Wα(P ∗s γ, P

∗
s γ̃) + Wk(P ∗s γ, P

∗
s γ̃)
}

ds, t ∈ [0, T ].
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By Gronwall’s inequality, this implies the desired estimate for some constant c > 0.

Noting that Xx,γ
t solves (1) if the initial value x is random with distribution γ, by

the standard Markov property of Xx,γ
t , we have

Ptf(γ) :=

∫
Rd
f(x)(P ∗t γ)(dx) =

∫
Rd
P γt f(x)γ(dx), f ∈ Bb(Rd). (28)

The following lemma provides a regularity estimate on P ∗t , which together with Lemma
4 implies the desired (23).
Lemma 5. Assume (A). Then there exists a constant c > 0 such that

Wα(P ∗t γ, P
∗
t γ̃) ≤ cWk(γ̃, γ)

α(t
1
2 )√
t
, t ∈ (0, T ], γ, γ̃ ∈Pk. (29)

Consequently, there exists a constant c > 0 such that for any γ, γ̃ ∈Pk,

sup
t∈[0,T ]

Wk(P ∗t γ, P
∗
t γ̃) ≤ cWk(γ, γ̃). (30)

Proof. By Lemma 4, (30) follows from (29) and the fact
∫ T

0
α(t

1
2 )√
t

dt <∞. So, we only

need to prove (29).
Let Xγ

0 and X γ̃
0 be in (25). For any ε ∈ [0, 2], let

Xγε

0 := Xγ
0 + ε(X γ̃

0 −X
γ
0 ), γε := L

Xγ
ε

0
,

and let Xγε

t solve (1) with initial value Xγε

0 . Then

γε(| · |) ≤ 2‖γ‖k + 2‖γ̃‖k, ε ∈ [0, 2], (31)

Wk(γε, γε+r)k ≤ E
[
|Xγε

0 −X
γε+r

0 |k
]

= rkWk(γ, γ̃)k, ε, r ∈ [0, 1]. (32)

For any ε ≥ 0, consider the SDE

dXx,γε

t = bt(X
x,γε

t , P ∗t γ
ε)dt+ σt(X

x,γε

t )dWt, Xx,γε

0 = x, t ∈ [0, T ]. (33)

For any r ∈ (0, 1), let

ηε,rt = [σ∗t (σtσ
∗
t )−1](Xx,γε

t )[bt(X
x,γε

t , P ∗t γ
ε+r)− bt(Xx,γε

t , P ∗t γ
ε)], t ∈ [0, T ].

By (A), there exists a constant c1 > 0 such that

sup
t∈[0,T ]

|ηε,rt | ≤ c1
{
Wα(P ∗t γ

ε, P ∗t γ
ε+r) + Wk(P ∗t γ

ε, P ∗t γ
ε+r)

}
, r, ε ∈ [0, 1]. (34)
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By Girsanov’s theorem,

Rε,rt := exp

{∫ t

0

〈ηε,rs ,dWs〉 −
1

2

∫ t

0

|ηε,rs |2ds

}
, t ∈ [0, T ]

is a martingale, and

W ε,r
t = Wt −

∫ t

0

ηε,rs ds, t ∈ [0, T ]

is a Brownian motion under the probability measure Qε,r := Rε,rT P. Rewrite (33) as

dXx,γε

t = bt(X
x,γε

t , P ∗t γ
ε+r)dt+ σt(X

x,γε

t )dW ε,r
t , Xx,γε

0 = x, t ∈ [0, T ].

By the weak uniqueness we obtain

L{Xx,γεt }t∈[0,T ]|Qε,r
= L{Xx,γε+rt }t∈[0,T ]

,

where L·|Qε,r is the law under Qε,r, so that

P γ
ε+r

t f(x)− P γ
ε

t f(x) = E
[
f(Xx,γε

t )(Rε,rt − 1)
]
, f ∈ Bb(Rd), ε, r ∈ (0, 1].

Hence, by (28), we have

Ptf(γε+r)− Ptf(γε) = γε+r(P γ
ε+r

t f)− γε(P γ
ε

t f)

= γε+r(P γ
ε+r

t f − P γ
ε

t f) + γε+r(P γ
ε

t f)− γε(P γ
ε

t f)

=

∫
Rd

E
[
f(Xx,γε

t )(Rε,rt − 1)
]
γε+r(dx) + E

[
P γ

ε

t f(Xγε+r

0 )− P γ
ε

t f(Xγε

0 )
]
,

so that

Wα(P ∗t γ
ε+r, P ∗t γ

ε)2 = sup
[f ]α≤1

∣∣Ptf(γε+r)− Ptf(γε)
∣∣2 ≤ I1 + I2,

I1 := 2 sup
[f ]α≤1

∣∣∣∣ ∫
Rd

E
[
f(Xx,γε

t )(Rε,rt − 1)
]
γε+r(dx)

∣∣∣∣2,
I2 := 2 sup

[f ]α≤1

∣∣∣∣E[P γεt f(Xγε+r

0 )− P γ
ε

t f(Xγε

0 )
]∣∣∣∣2.

(35)

Below we estimate I1 and I2 respectively.
By (34), we obtain

E|Rε,rt − 1|2 = E
[
(Rε,rt )2 − 1

]
≤ esssupΩ(e

∫ t
0
|ηε,rs |

2ds − 1)

≤ esssupΩ

(
e
∫ t
0
|ηε,rs |

2ds

∫ t

0

|ηε,rs |2ds

)
(36)
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≤ ψ(ε, r)

∫ t

0

{
Wα(P ∗s γ

ε, P ∗s γ
ε+r)2 + Wk(P ∗s γ

ε, P ∗s γ
ε+r)2

}
ds,

where for c2 := 2c21,

ψ(ε, r) := c2ec2
∫ T
0
{Wα(P∗s γ

ε,P∗s γ
ε+r)2+Wk(P∗s γ

ε,P∗s γ
ε+r)2}ds. (37)

By (4) and (6), we have
ψ̄ := sup

ε,r∈[0,1]

ψ(ε, γ) <∞. (38)

Combining this with (2), (19), (36) and (11) with z = θ̃λ,γ
ε

t (x), where θ̃λ,γ
ε

t (x) is
defined in (17) with γε replacing γ, we can find constants k1, k2 > 1 such that(∫

Rd
sup

[f ]α≤1

∣∣∣E [f(Xx,γε

t )(Rε,rt − 1)
] ∣∣∣γε+r(dx)

)2

≤
(∫

Rd
α
(
k1t

1
2

)
sup
x

(
E[|Rε,rt − 1|2]

) 1
2 γε+r(dx)

)2

≤ α
(
k1t

1
2

)2
sup
x

E[|Rε,rt − 1|2]

≤ k2α
(
t
1
2

)2
ψ(ε, r)

∫ t

0

{
Wα(P ∗s γ

ε, P ∗s γ
ε+r)2 + Wk(P ∗s γ

ε, P ∗s γ
ε+r)2

}
ds, t ∈ [0, T ].

Combining this with (2), (24), (32), (31), and letting

Γt(ε, r) := Wα(P ∗t γ
ε, P ∗t γ

ε+r)2 +

∫ t

0

Wα(P ∗s γ
ε, P ∗s γ

ε+r)2ds,

we find a constant c4 > 0 such that

I1 ≤ c4α
(√
T
)2
ψ(ε, r)

(
r2Wk(γ, γ̃)2 +

∫ t

0

Γs(ε, r)ds

)
, t ∈ [0, T ]. (39)

By (20), we find a constant c5 > 0 such that

sup
[f ]α≤1

∣∣∇P γεt f
∣∣(x) ≤ c5√

t
α
(
t
1
2

)
.

Combining this with (2), we find a constant c6 > 0 such that

I2 ≤ 2 sup
[f ]α≤1

(
E
[
|Xγ

0 −X
γ̃
0 |
∫ r

0

|∇P γ
ε

t f(Xγε+θ

0 )|dθ
])2

≤
c6α
(
t
1
2

)2
t

r2(E|Xγ
0 −X

γ̃
0 |)2 (40)
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≤
c6α
(
t
1
2

)2
r2

t

(
E[|Xγ

0 −X
γ̃
0 |k]

) 2
k .

Let

α̃(r) :=

(∫ r

0

α(t)2

t
dt

) 1
2

, r ≥ 0. (41)

By (2), we find some constant c′ > 0 such that

∫ T

0

α(rt
1
2 )2

t
dt = 2

∫ rT
1
2

0

α(s)2

s
ds ≤ c′α̃(r)2 <∞, r ≥ 1. (42)

So, (40) together with (35) and (39) yields that for some constant c7 > 0,

Γt(ε, r) ≤ c7r2Wk(γ, γ̃)2Ht(ε, r) + c7ψ(ε, r)

∫ t

0

Γs(ε, r)ds,

Ht(ε, r) := ψ(ε, r) + α̃
(
1
)2

+
α
(
t
1
2

)2
t

, ε, r ∈ [0, 1], t ∈ [0, T ].

(43)

By Gronwall’s inequality and (43), for any ε, r ∈ [0, 1] we have

Wα(P ∗t γ
ε, P ∗t γ

ε+r)2 ≤ Γt(ε, r)

≤ c7r2Wk(γ, γ̃)2

{
Ht(ε, r) + c7ψ(ε, r)ec7ψ(ε,r)T

∫ t

0

Hs(ε, r)ds

}
, t ∈ [0, T ].

This together with (24), (42) and (37)-(38) implies that ψ(ε, r) is bounded in (ε, r) ∈
[0, 1]2 with ψ(ε, r)→ c2 as r → 0, so that by the dominated convergence theorem we
find a constant c > 0 such that

lim sup
r↓0

Wα(P ∗t γ
ε, P ∗t γ

ε+r)

r
≤ cWk(γ̃, γ)

{
α(t

1
2 )√
t

+ 1

}
. (44)

By the triangle inequality,∣∣Wα(P ∗t γ, P
∗
t γ

ε)−Wα(P ∗t γ, P
∗
t γ

ε+r)
∣∣ ≤Wα(P ∗t γ

ε, P ∗t γ
ε+r), ε, r ∈ [0, 1],

so that (44) implies that Wα(P ∗t γ, P
∗
t γ

ε) is Lipschitz continuous (hence a.e. differen-
tiable) in ε ∈ [0, 1] for any t ∈ (0, T ], and

∣∣∣ d

dε
Wα(P ∗t γ, P

∗
t γ

ε)
∣∣∣ ≤ lim sup

r↓0

Wα(P ∗t γ
ε, P ∗t γ

ε+r)

r
≤ cWk(γ̃, γ)

{
α(t

1
2 )√
t

+ 1

}
, ε ∈ [0, 1].

This implies (29) by noting that γ1 = γ̃ and supt∈[0,T ]

√
t

α(t
1
2 )
≤
√
T∨1
α(1) due to (3).
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Proof of Theorem 1. Let k = 2. According to [29, Theorem 2.5] for D = Rd, see also
[33, Theorem 4.1], (A) implies the following log-Harnack inequality for some constant
c0 > 0 and any γ ∈P2:

P γt log f(x) ≤ logP γt f(y) +
c0
t
|x− y|2, x, y ∈ Rd, t ∈ (0, T ], f ∈ B+

b (Rd).

Then by [29, (4.13)], see also [13, Theorem 2.1], it suffices to find a constant c > 0
such that

sup
t∈(0,T ]

logE[|Rγ,γ̃t |2] ≤ cW2(γ, γ̃)2, γ, γ̃ ∈P2, (45)

where

Rγ,γ̃t := e
∫ t
0
〈ηγ,γ̃s ,dWs〉− 1

2

∫ t
0
|ηγ,γ̃s |2ds,

ηγ,γ̃s :=
{
σ∗s (σsσ

∗
s )−1

}
(Xγ

s )
{
bs(X

γ
s , P

∗
s γ̃)− bs(Xγ

s , P
∗
s γ)
}
, s ≤ t ≤ T.

Noting that (A) implies

|ηγ,γ̃s |2 ≤ c1
{
Wα(P ∗s γ, P

∗
s γ̃)2 + W2(P ∗s γ, P

∗
s γ̃)2

}
, s ∈ [0, T ]

for some constant c1 > 0, we have

E[|Rγ,γ̃t |2] ≤ ec1
∫ t
0
{Wα(P∗s γ,P

∗
s γ̃)2+W2(P∗s γ,P

∗
s γ̃)2}ds.

Moreover, by (42) and Lemma 5, there exists a constant c > 0 such that

sup
t∈[0,T ]

∫ t

0

{
Wα(P ∗s γ, P

∗
s γ̃)2 + W2(P ∗s γ, P

∗
s γ̃)2

}
ds ≤ cW2(γ, γ̃)2.

Therefore, (45) holds for some constant c > 0.

3 Bismut Formula

Let k ∈ (1,∞) and denote k∗ := k
k−1 . In this part, we consider the SDE (1) with

(P̃, ρ̃) = (Pk,Wk), where as in (A2) the drift b is decomposed as

bt(x, ν) = b
(0)
t (x) + b

(1)
t (x, ν), t ∈ [0, T ], x ∈ Rd, ν ∈Pk. (46)

We aim to establish Bismut type formula for the intrinsic derivative of Pk 3 µ 7→
Ptf(µ) for bounded measurable functions f on Rd, by only assuming that the extrinsic
derivative DEbt(x, µ)(z) of the drift has a half-Dini continuity in z ∈ Rd.

To this end, we first recall the notions of intrinsic and extrinsic derivatives which
go back to [1], see [3] and [21].
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Definition 1. Let f ∈ C(Pk;B) for a Banach space B. The function f is called
intrinsically differentiable at a point µ ∈Pk, if

Tµ,k := Lk(Rd → Rd;µ) 3 φ 7→ DI
φf(µ) := lim

ε↓0

f(µ ◦ (id+ εφ)−1)− f(µ)

ε
∈ B

is a well defined bounded linear operator. In this case, the norm of the intrinsic
derivative DIf(µ) is given by

‖DIf(µ)‖Lk∗ (µ) := sup
‖φ‖

Lk(µ)
≤1

‖DI
φf(µ)‖B.

The function f is called intrinsically differentiable on Pk, if it is so at any µ ∈Pk.
Next, we recall the (convexity) extrinsic derivative, see e.g. [21, Definition 1.2].

Definition 2. A real function f on Pk is called extrinsically differentiable on Pk

with derivative DEf if

DEf(µ)(x) = lim
ε↓0

f((1− ε)µ+ εδx)− f(µ)

ε
∈ R

exists for all (x, µ) ∈ Rd ×Pk. When f = (f1, f2, · · · , fd) is an Rd-valued function
on Pk, we denote DEf = (DEf1, DEf2, · · · , DEfd).

3.1 Main result

We will establish a Bismut formula for the intrinsic derivative of Ptf under the
following assumption.

(B) Let k ∈ (1,∞) and let b in (46).
(B1) b(0) and σ satisfy the corresponding conditions in (A).

(B2) For any t ∈ [0, T ], y ∈ Rd, b(1)
t (y, ·) is extrinsically differentiable in Pk with the

extrinsic derivative DEb
(1)
t (y, ν)(z) being continuous in (y, ν, z) ∈ Rd ×Pk × Rd.

Moreover, there exists α ∈ A with α ≤ c0(1 + | · |k−1) for some c0 > 0 such that

|DEb
(1)
t (y, ν)(z)−DEb

(1)
t (y, ν)(z̄)| ≤ α(|z − z̄|),

z, z̄ ∈ Rd, t ∈ [0, T ], y ∈ Rd, ν ∈Pk.

(B3) For any t ∈ [0, T ], ν ∈ Pk, b
(1)
t (·, ν) is differentiable and there exists a constant

K̃ > 0 such that

|b(1)
t (0, δ0)| ≤ K̃, |∇b(1)

t (y, ν)| ≤ K̃, (t, y, ν) ∈ [0, T ]× Rd ×Pk.

As indicated in Introduction that existing results on Bismut type formulas for the
intrinsic derivative of Ptf(µ) are established under upper bound conditions on the L-
derivative of bt(y, ν) in ν. Noting that under a mild condition, the L-derivative equals
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to the gradient of the extrinsic derivative, so the above condition on the α-continuity

of DEb
(1)
t (y, ν)(z) in z is much weaker. To see this, we present below a simple example.

Example 2. Let α(s) = sε for some ε ∈ (0, 1∧ (k− 1)). Let g : Rd×Rd → Rd satisfy

|g(y, z)− g(y, z̄)| ≤ α(|z − z̄|), |∇g(·, z)| ≤ K, y, z, z̄ ∈ Rd

for some K ≥ 0. Let b
(1)
t (y, ν) =

∫
Rd g(y, z)ν(dz). By Definition 2, it holds

DEb
(1)
t (y, ν)(z) = g(y, z)−

∫
Rd
g(y, z)ν(dz), y ∈ Rd, ν ∈Pk, z ∈ Rd.

However, by Definition 1, b
(1)
t (y, ν) is not intrinsically differentiable in ν. In fact,

since g(y, z) is not differentiable in z, for any y ∈ Rd, ν ∈Pk, φ ∈ Lk(Rd → Rd; ν),
the limit

lim
r↓0

∫
Rd g(y, z + rφ(z))ν(dz)−

∫
Rd g(y, z)ν(dz)

r
does not exist. Moreover, it holds

|DEb
(1)
t (y, ν)(z)−DEb

(1)
t (ȳ, ν̄)(z̄)|

= |g(y, z)− g(ȳ, z̄)|+
∣∣∣∣∫

Rd
g(y, z)ν(dz)−

∫
Rd
g(ȳ, z)ν̄(dz)

∣∣∣∣
≤ α(|z − z̄|) + 2K|y − ȳ|+ Wα(ν, ν̄), y, ȳ ∈ Rd, ν, ν̄ ∈Pk, z, z̄ ∈ Rd.

Note that Jensen’s inequality implies that

Wα(µ, ν) ≤ inf
π∈C (µ,ν)

∫
Rd×Rd

α(|x−y|)π(dx, dy) ≤ α(W1(µ, ν)) ≤ α(Wk(µ, ν)), µ, ν ∈Pk.

So, DEb
(1)
t (y, ν)(z) is continuous in (y, ν, z) ∈ Rd×Pk×Rd. Finally, by the dominated

convergence theorem, we have

∇b(1)
t (·, ν) =

∫
Rd
∇g(·, z)ν(dz), ν ∈Pk.

Therefore, b(1) satisfies (B2)-(B3).
Since (B) implies (A), as explained before that under this assumption (1) is well-

posed for distributions in Pk.
For µ ∈Pk, consider the decoupled SDE

dXx,µ
t =

{
b
(0)
t (Xx,µ

t ) + b
(1)
t (Xx,µ

t , P ∗t µ)
}

dt+ σt(X
x,µ
t )dWt,

Xx,µ
0 = x, t ∈ [0, T ].

(47)

Let

Bk,b(Rd) :=

{
f :

f

1 + | · |k
∈ Bb(Rd)

}
.
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We first give a lemma on Bismut formula of Pµt f for f ∈ Bk,b(Rd).
Lemma 6. Let σ and b satisfy (B). Then for any v ∈ Rd, γ ∈Pk, x ∈ Rd, the limit

∇vXx,γ
t := lim

ε↓0

Xx+εv,γ
t −Xx,γ

t

ε
, t ∈ [0, T ]

exists in Lp(Ω → C([0, T ];Rd);P) for any p ≥ 1, and there exists a constant cp > 0
such that

E
[

sup
t∈[0,T ]

|∇vXx,γ
t |p

]
≤ cp|v|p, v ∈ Rd, γ ∈Pk, x ∈ Rd. (48)

Moreover, the Bismut formula for P γt holds:

∇vP γt f(x) = E
[
f(Xx,γ

t )

∫ t

0

1

t

〈
ζs(X

x,γ
s )∇vXx,γ

s ,dWs

〉]
,

ζs := σ∗s (σsσ
∗
s )−1, f ∈ Bk,b(Rd), x, v ∈ Rd, γ ∈Pk, t ∈ (0, T ].

(49)

Proof. By [30, Theorem 2.1] for βs = s
t , (B) implies (48) and (49) for f ∈ Bb(Rd).

To deduce (49) for any f ∈ Bb,k(Rd), let

fn := [(−n) ∨ f ] ∧ n, n ≥ 1.

By (9), (48) and the boundedness of ζs, we find constants c0, c1(γ) > 0 such that

E
[(

1 + |Xx+rv,γ
t |k

)∣∣∣∣ ∫ t

0

〈
ζs(X

x+rv,γ
s )∇vXx+rv,γ

s ,dWs

〉∣∣∣∣]
≤ c0
√
t
(
E
[
2 + |Xx+rv,γ

t |2k
]) 1

2
(
E
[

sup
s∈[0,T ]

∣∣∇vXx+rv,γ
s

∣∣2]) 1
2

≤ c1(γ)
√
t|v|
(
1 + |x|k + |v|k

)
, t ∈ (0, T ], x, v ∈ Rd, r ∈ [0, 1].

(50)

By (49) for fn in place of f , we obtain

P γt fn(x+ εv)− P γt fn(x)

ε

=
1

ε

∫ ε

0

E
[
fn(Xx+rv,γ

t )

∫ t

0

1

t

〈
ζs(X

x+rv,γ
s )∇vXx+rv,γ

s ,dWs

〉]
dr.

Since f ∈ Bk,b(Rd), by (9), (48) and (50), we may apply the dominated convergence
theorem such that the above formula with n→∞ implies

P γt f(x+ εv)− P γt f(x)

ε

=
1

ε

∫ ε

0

E
[
f(Xx+rv,γ

t )

∫ t

0

1

t

〈
ζs(X

x+rv,γ
s )∇vXx+rv,γ

s ,dWs

〉]
dr,

f ∈ Bk,b(Rd), ε > 0, x, v ∈ Rd, γ ∈Pk, t ∈ (0, T ].

(51)
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Note that (49) for fn in place of f yields

lim
n→∞

lim sup
ε→0

∣∣∣∣P γt fn(x+ εv)− P γt fn(x)

ε
− E

[
f(Xx,γ

t )

∫ t

0

1

t

〈
ζs(X

x,γ
s )∇vXx,γ

s ,dWs

〉] ∣∣∣∣
= lim
n→∞

∣∣∣∣E [fn(Xx,γ
t )

∫ t

0

1

t

〈
ζs(X

x,γ
s )∇vXx,γ

s ,dWs

〉]
− E

[
f(Xx,γ

t )

∫ t

0

1

t

〈
ζs(X

x,γ
s )∇vXx,γ

s ,dWs

〉] ∣∣∣∣ = 0,

where the last step follows from the dominated convergence theorem due to f ∈
Bk,b(Rd) and (50). This together with (51) for f − fn in place of f implies

lim sup
ε→0

∣∣∣∣P γt f(x+ εv)− P γt f(x)

ε
− E

[
f(Xx,γ

t )

∫ t

0

1

t

〈
ζs(X

x,γ
s )∇vXx,γ

s ,dWs

〉] ∣∣∣∣
≤ lim
n→∞

lim sup
ε→0

∣∣∣∣P γt (f − fn)(x+ εv)− P γt (f − fn)(x)

ε

∣∣∣∣
+ lim
n→∞

lim sup
ε→0

∣∣∣∣P γt fn(x+ εv)− P γt fn(x)

ε

− E
[
f(Xx,γ

t )

∫ t

0

1

t

〈
ζs(X

x,γ
s )∇vXx,γ

s ,dWs

〉] ∣∣∣∣
≤ lim
n→∞

lim sup
ε→0

1

tε

∫ ε

0

E
∣∣∣∣(fn − f)(Xx+rv,γ

t )

×
∫ t

0

〈
ζs(X

x+rv,γ
s )∇vXx+rv,γ

s ,dWs

〉∣∣∣∣dr.

(52)

Since f ∈ Bk,b(Rd) implies

|(fn − f)(x)| ≤ c(1 + |x|k)1{c(1+|x|k)≥n}, n ≥ 1

for some constant c > 0, by the same reason leading to (50), we find constants
c̃, c2(γ) > 0 such that

sup
r∈[0,1]

E
∣∣∣∣(fn − f)(Xx+rv,γ

t )

∫ t

0

〈
ζs(X

x+rv,γ
s )∇vXx+rv,γ

s ,dWs

〉∣∣∣∣
≤ c̃
√
t|v| sup

r∈[0,1]

(
E
[
1 + |Xx+rv,γ

t |4k
]) 1

2

n−1

≤ c2(γ)
√
t|v|
(
1 + |x|2k + |v|2k

)
n−1.

Therefore, (49) follows form (52).
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To state the Bismut formula for Ptf , we introduce the quantity Ift : for fixed t ∈
(0, T ], let

Ift (µ, φ) :=
1

t

∫
Rd

E
[
f(Xx,µ

t )

∫ t

0

〈
ζs(X

x,µ
s )∇φ(x)X

x,µ
s ,dWs

〉]
µ(dx),

s ∈ [0, t], µ ∈Pk, φ ∈ Tµ,k, f ∈ Bk−1,b(Rd).
(53)

By (B) and (48), we find a constant c > 0 such that

|Ift (µ, φ)| ≤ c√
t

(
Pt|f |k

∗
(µ)
) 1
k∗ ‖φ‖Lk(µ), µ ∈Pk, φ ∈ Tµ,k, f ∈ Bk−1,b(Rd). (54)

Next, let Xµ
0 be F0-measurable such that LXµ0

= µ, and let Xµ
t solve (1) with

initial value Xµ
0 . For any ε ≥ 0, denote

µε := µ ◦ (id+ εφ)−1, Xµε
0 := Xµ

0 + εφ(Xµ
0 ).

Let Xµε
t solve (1) with initial value Xµε

0 . So,

Xµ
t = Xµ0

t , P ∗t µε = LXµεt
, t ∈ [0, T ], ε ≥ 0.

Now, we present the main result of this part.
Theorem 7. Assume (B) and let ζs and Ift be in (49) and (53) respectively. Then
the following assertions hold.

(1) For any t ∈ (0, T ], y ∈ Rd, ν ∈ Pk, Pt[D
Eb

(1)
t (y, ν)(·)](µ) is intrinsically

differentiable on µ ∈Pk, and there exists a constant c > 0 such that

sup
(y,ν)∈Rd×Pk

‖DIPt[D
Eb

(1)
t (y, ν)(·)](µ)‖

L
k
k−1 (µ)

≤ c α(t
1
2 )√
t

, t ∈ (0, T ], µ ∈Pk.

(2) For any t ∈ (0, T ] and f ∈ Bk−1,b(Rd), Ptf is intrinsically differentiable on Pk.
Moreover, for any µ ∈Pk and φ ∈ Tµ,k,

DI
φPtf(µ) = Ift (µ, φ)

+

∫
Rd

E
[
f(Xx,µ

t )

∫ t

0

〈
ζs(X

x,µ
s )Ns(µ, φ), dWs

〉]
µ(dx),

Ns(µ, φ) :=
{
DI
φPs[D

Eb(1)
s (y, ν)(·)](µ)

}
|y=Xx,µs ,ν=P∗s µ

,

(55)

where Xx,µ
t solves (47) with initial value x ∈ Rd.

By (54)-(55), we find a constant c > 0 such that

‖DIPtf(µ)‖Lk∗ (µ) ≤ c
{Pt|f |k

∗
(µ)} 1

k∗

√
t

, t ∈ (0, T ], f ∈ Bk−1,b(Rd), µ ∈Pk.
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To explain the main idea in the proof of Theorem 7, we first figure out a sketch. By
the definition of the intrinsic derivative, we intend to calculate for any f ∈ Bk−1,b(Rd),

DI
φPtf(µ) := lim

ε↓0

Ptf(µε)− Ptf(µ)

ε
= lim

ε↓0

E[f(Xµε
t )− f(Xµ

t )]

ε
. (56)

To this end, for any µ ∈Pk, x ∈ Rd, recall that Xx,µ
t solves the decoupled SDE (47),

and

Pµt f(x) = E[f(Xx,µ
t )], x ∈ Rd.

Define

Pµt f(µ̃) :=

∫
Rd
Pµt fdµ̃, t ≥ 0, f ∈ Bk−1,b(Rd), µ, µ̃ ∈Pk.

For ε ≥ 0, let Xµε,µ
t be the solution of (47) with initial value Xε

0 , i.e,

dXµε,µ
t =

{
b
(0)
t (Xµε,µ

t )+b
(1)
t

(
Xµε,µ
t , P ∗t µ

)}
dt+ σt(X

µε,µ
t )dWt,

t ∈ [0, T ], Xµε,µ
0 = Xε

0 .

Then Xµε,µε
t solves (1) with initial value Xε

0 , so that

Ptf(µε) = Pµεt f(µε) = E[f(Xµε,µε
t )], ε ≥ 0, t ∈ [0, T ], f ∈ Bk−1,b(Rd).

Noting that µ0 = µ, (56) reduces to

DI
φPtf(µ) = lim

ε↓0

Pµεt f(µε)− Pµt f(µ)

ε

= lim
ε↓0

{Pµt f(µε)− Pµt f(µ)

ε
+
Pµεt f(µε)− Pµt f(µε)

ε

}
.

(57)

So, to calculate DI
φPtf(µ), we only need to study the limits of

J1f(t, ε) :=
Pµt f(µε)− Pµt f(µ)

ε
, J2f(t, ε) :=

Pµεt f(µε)− Pµt f(µε)

ε
.

By Lemma 6, for any t ∈ (0, T ], ε ≥ 0 and f ∈ Bk−1,b(Rd), we have

d

dε
Pµt f(µε) := lim

r↓0

Pµt f(µε+r)− Pµt f(µε)

r

=

∫
Rd

E
[
f(X

x+εφ(x),µ
t )

1

t

∫ t

0

〈
ζs(X

x+εφ(x),µ
s )∇φ(x)X

x+εφ(x),µ
s ,dWs

〉]
µ(dx).
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In particular,

lim
ε↓0

J1f(t, ε) = lim
ε↓0

Pµt f(µε)− Pµt f(µ)

ε
= Ift (µ, φ), t ∈ (0, T ]. (58)

Consequently, it remains to prove

lim
ε→0

J2f(t, ε) =

∫
Rd

E
[
f(Xx,µ

t )

∫ t

0

〈
ζs(X

x,µ
s )Ns(µ, φ), dWs

〉]
µ(dx)

for Ns(µ, φ) defined in (55), which involves in DI
φ{Ps[DEb

(1)
s (y, ν)(·)](µ)}. Therefore,

we will first study DI
φ{Ps[DEb

(1)
s (y, ν)(·)](µ)}.

Recall that α̃ is defined in (41). For any V ∈ Bb([0, T ]× Rd ×Pk;Rd), the set of
bounded and measurable Rd-valued functions on [0, T ]× Rd ×Pk and t ∈ [0, T ], y ∈
Rd, ν ∈Pk, we write

ĨVt (y, ν) :=

∫
Rd

E
[
DEb

(1)
t (y, ν)(Xx,µ

t )

×
∫ t

0

α(s
1
2 )

{α̃(s
1
2 )s} 1

2

〈
ζs(X

x,µ
s )Vs(X

x,µ
s , P ∗s µ), dWs

〉]
µ(dx).

(59)

By (B2), for any t ∈ [0, T ], y ∈ Rd, ν ∈Pk, we have

|DEb
(1)
t (y, ν)(·)| ≤ α(| · |) + |DEb

(1)
t (y, ν)(0)|

≤ c0(1 + | · |k−1) + |DEb
(1)
t (y, ν)(0)|.

So, Ift (µ, φ) for f = DEb
(1)
t (y, ν)(·) in (53) is well-defined, and we denote

Iµ,φt (y, ν) :=
1

t

∫
Rd

E
[
DEb

(1)
t (y, ν)(Xx,µ

t )

×
∫ t

0

〈
ζs(X

x,µ
s )∇φ(x)X

x,µ
s ,dWs

〉]
µ(dx).

(60)

Consider the following equation for V ∈ Bb([0, T ]× Rd ×Pk;Rd):

Vt(y, ν) =
{tα̃(t

1
2 )} 1

2

α(t
1
2 )

{
Iµ,φt (y, ν) + ĨVt (y, ν)

}
, t ∈ [0, T ], y ∈ Rd, ν ∈Pk. (61)

If this equation has a unique solution, we denote it by Vt(y, ν) = vµ,φt (y, ν) for (t, y, ν) ∈
[0, T ]× Rd ×Pk, to emphasize the dependence on µ and φ.
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In the following two subsections, we prove the well-posedness of (61) and establish
the formula

DI
φ{Pt[DEb

(1)
t (y, ν)(·)]}(µ) =

α(t
1
2 )

{tα̃(t
1
2 )} 1

2

vµ,φt (y, ν), t ∈ (0, T ], y ∈ Rd, ν ∈Pk. (62)

3.2 Well-posedness of (61)

Lemma 8. Assume (B). For any µ ∈ Pk and φ ∈ Tµ,k, the equation (61) has a

unique solution, which is denoted by {vµ,φt (y, ν)}t∈[0,T ],y∈Rd,ν∈Pk
, and there exists a

constant c > 0 such that

sup
‖φ‖

Lk(µ)
≤1

sup
y∈Rd,ν∈Pk

|vµ,φt (y, ν)| ≤ c
√
α̃(t

1
2 ), µ ∈Pk, t ∈ [0, T ]. (63)

Proof. Let
V0 :=

{
V ∈ Bb([0, T ]× Rd ×Pk;Rd) : V0 = 0

}
,

which is a Banach space under the uniform norm. For V ∈ V0, let

‖Vt‖∞ = sup
y∈Rd,ν∈Pk

|Vt(y, ν)|, t ∈ [0, T ]

and for any t ∈ [0, T ], y ∈ Rd, ν ∈Pk, let

{H(V )}t(y, ν) :=
{tα̃(t

1
2 )} 1

2

α(t
1
2 )

{
Iµ,φt (y, ν) + ĨVt (y, ν)

}
. (64)

Then it suffices to prove

(i) The map H : V0 → V0 is well-defined and has a unique fixed point vµ,φ which
turns out to be the unique solution of (61).

(ii) There exists a constant c > 0 such that

sup
‖φ‖

Lk(µ)
≤1

‖vµ,φt ‖∞ ≤ c
√
α̃(t

1
2 ), (t, µ) ∈ [0, T ]×Pk.

Next, we will prove (i) and (ii) one by one.
(1) Proof of (i).
(a) We first verify

H : V0 → V0. (65)

Recall that θλ,γ and θ̃λ,γ are defined in (16)-(18). Since (B) implies (A), we
conclude that (19) still holds.
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By [DEb
(1)
t (y, ν)(·)]α ≤ 1 due to (B2), (11) in Lemma 2 for p = 2 and z = θ̃λ,µt (x),

(48), (19), (2) and (60), we find a constant c1 > 0 such that

|Iµ,φt (y, ν)| ≤ c1√
t

∫
Rd
α
(
t
1
2

)
|φ(x)|µ(dx)

≤ c1√
t
α
(
t
1
2

)
‖φ‖Lk(µ), t ∈ (0, T ], µ ∈Pk, φ ∈ Tµ,k, y ∈ Rd, ν ∈Pk.

(66)

So, by (59), (B2), (11) in Lemma 2 for p = 2 and z = θ̃λ,µt (x), (2) and (19), we
find a constant c2 > 0 such that

|ĨVt (y, ν)| ≤ c2α
(
t
1
2

)(∫ t

0

α(s
1
2 )2

sα̃(s
1
2 )
‖Vs‖2∞ds

) 1
2

, y ∈ Rd, ν ∈Pk. (67)

Combining this with (64) and (66), we find a constant c3 > 0 such that

‖{H(V )}t‖∞ ≤ c3‖φ‖Lk(µ)

√
α̃
(
t
1
2

)
+ c3

√
tα̃
(
t
1
2

)(∫ t

0

α(s
1
2 )2

sα̃
(
s

1
2

)‖Vs‖2∞ds

) 1
2

. (68)

Then (65) follows from the fact that (41) implies

∫ t

0

α(rs
1
2 )2

sα̃(rs
1
2 )

ds = 2

∫ rt
1
2

0

α(s)2

sα̃(s)
ds = 4

∫ rt
1
2

0

α̃′(s)ds = 4α̃(rt
1
2 ), r ≥ 0. (69)

(b) We intend to prove that H in (i) has a unique fixed point in V0. Obviously, for
any δ > 0, V0 is complete under the metric

ρδ
(
V,U

)
:= sup

t∈[0,T ]

e−δt‖Vt − Ut‖∞, V, U ∈ V0.

So, it suffices to prove the contraction of H in ρδ for large enough δ > 0.
By (64), (66) and (67), we find a constant c4 > 0 such that

|{H(V )}t(y, ν)− {H(U)}t(y, ν)| =
{tα̃
(
t
1
2

)
} 1

2

α
(
t
1
2

) |ĨV−Ut (y, ν)|

≤ c4
(∫ t

0

α(s
1
2 )2

sα̃(s
1
2 )
‖Vs − Us‖2∞ds

) 1
2

, V, U ∈ V0, t ∈ [0, T ].

Combining this with (69), we conclude that H is contractive in the complete metric
space (V0, ρδ) for large enough δ > 0, and hence has a unique fixed point denoted by
vµ,φ.
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(2) Proof of (ii). By (68) and noting that H(vµ,φ) = vµ,φ, we derive

‖vµ,φt ‖2∞ ≤ 2c23α̃
(
t
1
2

)
‖φ‖2Lk(µ) + 2c23tα̃

(
t
1
2

) ∫ t

0

α(s
1
2 )2

sα̃(s
1
2 )
‖vµ,φs ‖2∞ds, t ∈ [0, T ].

Combining this with (69) and Gronwall’s inequality, we find a constant c5 > 0 such
that for any t ∈ [0, T ],

‖vµ,φt ‖∞ ≤ c5‖φ‖Lk(µ)

√
α̃(t

1
2 ), µ ∈Pk, φ ∈ Tµ,k.

This proves (ii).

3.3 Proof of Theorem 7

By Lemma 8, the proof of Theorem 7(1) is completed by the following lemma.
Lemma 9. Assume (B). Then for any µ ∈ Pk, φ ∈ Tµ,k, the function h : (0, T ] ×
Rd ×Pk → Rd defined by

ht(y, ν) := DI
φ

{
Pt[D

Eb
(1)
t (y, ν)(·)](µ)

}
, t ∈ (0, T ], y ∈ Rd, ν ∈Pk

exists in B((0, T ] × Rd ×Pk;Rd) such that (62) holds. Consequently, there exists a
constant c > 0 such that for any µ ∈Pk,

sup
‖φ‖

Lk(µ)
≤1

{
sup

t∈(0,T ]

√
t

α(t
1
2 )

sup
y∈Rd,ν∈Pk

|DI
φ

{
Pt[D

Eb
(1)
t (y, ν)(·)](µ)

}
|
}
≤ c.

Proof. (a) By Lemma 8, it suffices to prove (62). For simplicity, for any t ∈ [0, T ], y ∈
Rd, ν ∈Pk, let

Ut(y, ν, z) := DEb
(1)
t (y, ν)(z), z ∈ Rd. (70)

Moreover, simply denote

vεt (y, ν) := vε,1t (y, ν) + vε,2t (y, ν),

vε,1t (y, ν) :=
Pµt Ut(y, ν, ·)(µε)− P

µ
t Ut(y, ν, ·)(µ)

ε
,

vε,2t (y, ν) :=
Pµεt Ut(y, ν, ·)(µε)− Pµt Ut(y, ν, ·)(µε)

ε
.

Next, for vµ,φt in Lemma 8, let

v̂t(y, ν) :=
α(t

1
2 )

{α̃(t
1
2 )t} 1

2

vµ,φt (y, ν), t ∈ (0, T ], y ∈ Rd, ν ∈Pk, (71)

and

v̂1
t (y, ν) := I

Ut(y,ν,·)
t (µ, φ), v̂2

t (y, ν) := v̂t(y, ν)− IUt(y,ν,·)t (µ, φ). (72)
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Noting that

Pµt Ut(y, ν, ·)(µε)− P
µ
t Ut(y, ν, ·)(µ)

=

∫
Rd

[
Pµt Ut(y, ν, ·)(x+ εφ(x))− Pµt Ut(y, ν, ·)(x)

]
µ(dx), (73)

by (49) for f = Ut(y, ν, ·), we obtain

lim
ε→0

∣∣vε,1t (y, ν)− v̂1
t (y, ν)

∣∣ = 0, t ∈ (0, T ], y ∈ Rd, ν ∈Pk. (74)

Since (61) holds for Vt = vµ,φt , (70)-(72) imply that

v̂2
t (y, ν) = v̂t(y, ν)− IUt(y,ν,·)t (µ, φ)

=

∫
Rd

E
[
Ut(y, ν,X

x,µ
t )

×
∫ t

0

〈
ζs(X

x,µ
s )[v̂2

s(Xx,µ
s , P ∗s µ) + v̂1

s(Xx,µ
s , P ∗s µ)], dWs

〉]
µ(dx).

(75)

In view of (74), to prove (62), it remains to verify

lim
ε→0

sup
t∈(0,T ]

√
t

α(t
1
2 )
|vε,2t (y, ν)− v̂2

t (y, ν)| = 0, y ∈ Rd, ν ∈Pk. (76)

In the following, we first estimate ‖vε,it ‖∞ and |vε,it − v̂it|(i = 1, 2) in steps (b)-(c), then
verify (76) in step (d).

(b) Estimates on ‖vε,it ‖∞, i = 1, 2 and ‖vε,1t − v̂1
t ‖∞.

By (51) for f = Ut(y, ν, ·) and (73), we obtain

vε,1t (y, ν) =
Pµt Ut(y, ν, ·)(µε)− P

µ
t Ut(y, ν, ·)(µ)

ε

=
1

ε

∫ ε

0

∫
Rd

E
[(
Ut
(
y, ν,X

x+rφ(x),µ
t

)
− Ut

(
y, ν, θ̃λ,µt (x+ rφ(x))

))
×
∫ t

0

1

t

〈
ζs(X

x+rφ(x),µ
s )∇φ(x)X

x+rφ(x),µ
s ,dWs

〉]
µ(dx)dr (77)

=

∫ 1

0

∫
Rd

E
[(
Ut
(
y, ν,X

x+εuφ(x),µ
t

)
− Ut

(
y, ν, θ̃λ,µt (x+ εuφ(x))

))
×
∫ t

0

1

t

〈
ζs(X

x+εuφ(x),µ
s )∇φ(x)X

x+εuφ(x),µ
s ,dWs

〉]
µ(dx)du,

where in the last step, we used the integral transform r = εu. Similar to (66), noting

that (B) implies [Ut(y, ν, ·)]α ≤ 1, by (11) in Lemma 2 for p = 2 and z = θ̃λ,µt (x +

26



εrφ(x)), (48), (19) and (2), we find a constant c(µ, φ) > 0 depending on φ, µ such that

‖vε,1t ‖∞ = sup
y,ν

|Pµt Ut(y, ν, ·)(µε)− P
µ
t Ut(y, ν, ·)(µ)|

ε

≤ sup
y,ν

∫ 1

0

∫
Rd

∣∣∣∣E[(Ut(y, ν,Xx+εrφ(x),µ
t

)
− Ut

(
y, ν, θ̃λ,µt (x+ εrφ(x)))

)
×
∫ t

0

1

t

〈
ζs(X

x+εrφ(x),µ
s )∇φ(x)X

x+εrφ(x),µ
s ,dWs

〉]∣∣∣∣µ(dx)dr

≤ c(µ, φ)α(t
1
2 )√

t
, ε ∈ (0, 1], t ∈ (0, T ].

(78)

This together with (74) and (66) implies that for a constant c(µ, φ) > 0

hεt,1(y, ν) :=
{
vε,1t (y, ν)− v̂1

t (y, ν)
}{tα̃(t

1
2 )} 1

2

α(t
1
2 )

satisfies

lim
ε→0
|hεt,1(y, ν)| = 0, sup

ε∈(0,1]

sup
y,ν
|hεt,1(y, ν)| ≤ c(µ, φ)

√
α̃(t

1
2 ), t ∈ (0, T ]. (79)

Next, we estimate ‖vε,2t ‖∞. Recall that X
x+εφ(x),µ
t solves (47) with initial value

x+ εφ(x). For any x ∈ Rd, s, t ∈ [0, T ], let

Rε,xt := e
∫ t
0
〈ηε,xs ,dWs〉− 1

2

∫ t
0
|ηε,xs |

2ds,

ηε,xs := ζs(X
x+εφ(x),µ
s )

×
{
b(1)
s (Xx+εφ(x),µ

s , P ∗s µε)− b(1)
s (Xx+εφ(x),µ

s , P ∗s µ)
}
.

(80)

By [21, Lemma 3.2], we have

b
(1)
t (y, P ∗t µε)− b

(1)
t (y, P ∗t µ)

=

∫ 1

0

d

dr
b
(1)
t (y, (1− r)P ∗t µ+ rP ∗t µε)dr (81)

=

∫ 1

0

∫
Rd
DEb

(1)
t (y, (1− r)P ∗t µ+ rP ∗t µε)(z)(P

∗
t µε − P ∗t µ)(dz)dr.

Since (B) implies (A), Lemma 5 holds so that we find constants c0, c > 0 such that

|ηε,xs | ≤ c0Wα(P ∗s µε, P
∗
s µ) ≤ cε‖φ‖Lk(µ)

α(s
1
2 )√
s
, s ∈ [0, T ], ε ∈ [0, 1], x ∈ Rd. (82)
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Then by Girsanov’s theorem, for any x ∈ Rd,

W ε,x
t := Wt −

∫ t

0

ηε,xs ds, s ∈ [0, T ]

is a Brownian motion under Q := Rε,xT P. Reformulate (47) with x+ εφ(x) replacing x
as

dX
x+εφ(x),µ
t =

{
b
(0)
t (X

x+εφ(x),µ
t ) + b

(1)
t (X

x+εφ(x),µ
t , P ∗t µ)

}
dt+ σt(X

x+εφ(x),µ
t )dWt

=
{
b
(0)
t (X

x+εφ(x),µ
t ) + b

(1)
t (X

x+εφ(x),µ
t , P ∗t µε)

}
dt+ σt(X

x+εφ(x),µ
t )dW ε,x

t ,

X
x+εφ(x),µ
0 = x+ εφ(x), x ∈ Rd.

By the weak uniqueness of (47) with µ = µε, we get

vε,2t (y, ν) =
Pµεt Ut(y, ν, ·)(µε)− Pµt Ut(y, ν, ·)(µε)

ε

=

∫
Rd [Pµεt Ut(y, ν, ·)(x+ εφ(x))− Pµt Ut(y, ν, ·)(x+ εφ(x))]µ(dx)

ε
(83)

=
1

ε

∫
Rd

E[Ut(y, ν,X
x+εφ(x),µ
t )(Rε,xt − 1)]µ(dx), t ∈ [0, T ].

By (82), for any p ≥ 1 there exists a constant c(p, µ, φ) > 0 such that

E[|Rε,xt − 1|p] ≤ c(p, µ, φ)εp
(∫ t

0

α(s
1
2 )2

s
ds

) p
2

, t ∈ [0, T ], ε ∈ [0, 1], x ∈ Rd. (84)

Again by (11) in Lemma 2 for p = 2 and z = θ̃λ,µt (x + εφ(x)), (83), (84), (48), (19)
and (2), we find a constant c1(µ, φ) > 0 such that

‖vε,2t ‖∞ ≤ c1(µ, φ)α(t
1
2 )

(∫ t

0

α(s
1
2 )2

s
ds

) 1
2

, t ∈ [0, T ], ε ∈ (0, 1]. (85)

This together with (78) yields that for some constant c2(µ, φ) > 0,

‖vεt ‖2∞ ≤ 2‖vε,1t ‖2∞ + 2‖vε,2t ‖2∞

≤ c2(µ, φ)

(
α(t

1
2 )2

t
+ α(t

1
2 )

∫ t

0

α(s
1
2 )2

s
ds

)
, t ∈ (0, T ], ε ∈ (0, 1].

By the definition of α and (42), we find a constant c3(µ, φ) > 0 such that

‖vεt ‖2∞ ≤ c3(µ, φ)
α(t

1
2 )2

t
, t ∈ (0, T ], ε ∈ (0, 1]. (86)

28



(c) Estimate on ‖vε,2t − v̂2
t ‖∞. Similarly to (b), we have

Rε,xt − 1

ε
=

∫ t

0

Rε,xs
〈
ε−1ηε,xs ,dWs

〉
=

∫ t

0

Rε,xs

〈ζs(Xx+εφ(x),µ
s )[b

(1)
s (·, P ∗s µε)− b

(1)
s (·, P ∗s µ)](X

x+εφ(x),µ
s )

ε
, dWs

〉
= ht(ε, x) +

∫ t

0

〈
ζs(X

x,µ
s )vεs(X

x,µ
s , P ∗s µ), dWs

〉
, x ∈ Rd,

(87)

where

ht(ε, x) :=

∫ t

0

〈
ζs(X

x+εφ(x),µ
s )Rε,xs

[b
(1)
s (·, P ∗s µε)− b

(1)
s (·, P ∗s µ)](X

x+εφ(x),µ
s )

ε

− ζs(Xx,µ
s )vεs(X

x,µ
s , P ∗s µ), dWs

〉
, x ∈ Rd

satisfies
lim
ε→0

E
[

sup
t∈[0,T ]

|ht(ε, x)|2
]

= 0, x ∈ Rd. (88)

Indeed, by (81) and the definition of vεs , we have

[b
(1)
s (·, P ∗s µε)− b

(1)
s (·, P ∗s µ)]((X

x+εφ(x),µ
s )

ε

=
1

ε

∫ 1

0

∫
Rd
DEb(1)

s (Xx+εφ(x),µ
s , (1− r)P ∗s µ+ rP ∗s µε)(z)(P

∗
s µε − P ∗s µ)(dz)dr

=

∫ 1

0

vεs(X
x+εφ(x),µ
s , (1− r)P ∗s µ+ rP ∗s µε)dr.

This together with the BDG inequality implies

E
[

sup
t∈[0,T ]

|ht(ε, x)|2
]

≤ 2

∫ T

0

E
∣∣∣ζs(Xx+εφ(x),µ

s )Rε,xs

∫ 1

0

vεs(X
x+εφ(x),µ
s , (1− r)P ∗s µ+ rP ∗s µε)dr (89)

− ζs(Xx,µ
s )vεs(X

x,µ
s , P ∗s µ)

∣∣∣2ds.

By (48), for any p > 1, we can find a constant cp > 0 such that

E
[

sup
t∈[0,T ]

|Xx+εφ(x),µ
t −Xx,µ

t |p
]
≤ cp|φ(x)|pεp, ε ∈ [0, 1], µ ∈Pk. (90)

By the boundedness and continuity of ζ due to (B),
∫ T

0
α(t

1
2 )2

t dt < ∞, (90), (84),
(86), (89), and the dominated convergence theorem, to prove (88), it is sufficient to
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prove that for (s, x, r) ∈ (0, T ]× Rd × [0, 1],

lim
ε→0

E
∣∣∣vεs(Xx+εφ(x),µ

s , (1− r)P ∗s µ+ rP ∗s µε)− vεs(Xx,µ
s , P ∗s µ)

∣∣∣ = 0. (91)

For any (ω, ω′) ∈ Ω× Ω, let

U1,ε
r (x, y, s, u, ω, ω′) = Us(X

x+εφ(x),µ
s (ω′), (1− r)P ∗s µ+ rP ∗s µε, X

y+εuφ(y),µ
s (ω)),

U2,ε
r (x, y, s, u, ω, ω′) = Us(X

x+εφ(x),µ
s (ω′), (1− r)P ∗s µ+ rP ∗s µε, θ̃

λ,µ
s (y + εuφ(y))),

Ũ1,ε
r (x, y, s, u, ω, ω′) = Us(X

x,µ
s (ω′), P ∗s µ,X

y+εuφ(y),µ
s (ω)),

Ũ2,ε
r (x, y, s, u, ω, ω′) = Us(X

x,µ
s (ω′), P ∗s µ, θ̃

λ,µ
s (y + εuφ(y))).

Since (B) implies (A), (30) holds such that

Wk((1− r)P ∗s µ+ rP ∗s µε, P
∗
s µ) ≤ rWk(P ∗s µε, P

∗
s µ) ≤ crε‖φ‖Lk(µ). (92)

By (77), (48) and Hölder’s inequality, we conclude that for any β ∈ (1, k),

E|vε,1s (Xx+εφ(x),µ
s , (1− r)P ∗s µ+ rP ∗s µε)− vε,1s (Xx,µ

s , P ∗s µ)|

≤
∫ 1

0

∫
Rd

∫
Ω×Ω

∣∣∣∣[(U1,ε
r (x, y, s, u, ω, ω′)− U2,ε

r (x, y, s, u, ω, ω′))

− (Ũ1,ε
r (x, y, s, u, ω, ω′)− Ũ2,ε

r (x, y, s, u, ω, ω′))
]

×
∫ s

0

1

s

〈
ζv(X

y+εuφ(y),µ
v )∇φ(y)X

y+εuφ(y),µ
v ,dWv

〉∣∣∣∣dP(ω)dP(ω′)µ(dy)du

≤ c0
∫ 1

0

∫
Rd

1√
s
|φ(y)|

{∫
Ω×Ω

∣∣∣∣(U1,ε
r (x, y, s, u, ω, ω′)− U2,ε

r (x, y, s, u, ω, ω′))

− (Ũ1,ε
r (x, y, s, u, ω, ω′)− Ũ2,ε

r (x, y, s, u, ω, ω′))

∣∣∣∣βdP(ω)dP(ω′)
} 1
β

µ(dy)du.

By (10) for η = α(ξ)k−1 and p = k
k−1 , we obtain ‖α(ξ)‖Lk(P) ≤ α(‖ξ‖Lk(P)), which

together with (19) implies∫
Ω×Ω

∣∣∣∣(U1,ε
r (x, y, s, u, ω, ω′)− U2,ε

r (x, y, s, u, ω, ω′))

− (Ũ1,ε
r (x, y, s, u, ω, ω′)− Ũ2,ε

r (x, y, s, u, ω, ω′))

∣∣∣∣kdP(ω)dP(ω′)

≤ 2kEα(|Xy+εuφ(y),µ
s − θ̃λ,µs (y + εuφ(y))|)k

≤ 2kα
(

(E|Xy+εuφ(y),µ
s − θ̃λ,µs (y + εuφ(y))|k)

1
k

)k
≤ ckα(

√
s)k
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for some constant ck > 0. So, it follows from the fact that DEb
(1)
t (y, ν)(z) is continuous

in (y, ν, z) ∈ Rd×Pk×Rd due to (B2), (92), (90), (70) and the dominated convergence
theorem that

lim
ε→0

E
∣∣∣vε,1s (Xx+εφ(x),µ

s , (1− r)P ∗s µ+ rP ∗s µε)dr − vε,1s (Xx,µ
s , P ∗s µ)

∣∣∣ = 0.

Similarly, by (83) and (84), we have

lim
ε→0

E
∣∣∣vε,2s (Xx+εφ(x),µ

s , (1− r)P ∗s µ+ rP ∗s µε)dr − vε,2s (Xx,µ
s , P ∗s µ)

∣∣∣ = 0.

Therefore, (91) holds, which implies (88) as explained before (91).
Moreover, by (88), (79), (19), (86), (89) and the argument leading to (66), we

obtain from the dominated convergence theorem that

lim
ε→0

sup
t∈(0,T ]

√
t

α(t
1
2 )

∫
Rd
‖E[Ut(·, ·, Xx,µ

t )ht(ε, x)]‖∞µ(dx) = 0, (93)

and

lim
ε→0

sup
t∈(0,T ]

√
t

α(t
1
2 )

∫
Rd

∥∥∥∥E[Ut(·, ·, Xx,µ
t )

×
∫ t

0

〈
ζs(X

x,µ
s )

{
[vε,1s − v̂1

s ](Xx,µ
s , P ∗s µ)

}
, dWs

〉]∥∥∥∥
∞
µ(dx) = 0. (94)

Moreover, combining (83) with [Ut(y, ν, ·)]α ≤ 1, and (10) for p = k∗, we obtain∥∥∥vε,2t − ∫
Rd

1

ε
E[Ut(·, ·, Xx,µ

t )(Rε,xt − 1)]µ(dx)
∥∥∥
∞

≤ 1

ε

∫
Rd

E[α(|Xx,µ
t −Xx+εφ(x),µ

t |)|Rε,xt − 1|]µ(dx)

≤ 1

ε

∫
Rd

{(
E[|Rε,xt − 1|k

∗
]
) 1
k∗
α
((

E[|Xx,µ
t −Xx+εφ(x),µ

t |k]
) 1
k

)}
µ(dx).

This together with (90) and (84) yields that for some constant k1(µ, φ) > 0,∥∥∥vε,2t − ∫
Rd

1

ε
E[Ut(·, ·, Xx,µ

t )(Rε,xt − 1)]µ(dx)
∥∥∥
∞
≤ k1(µ, φ)α(ε), t ∈ [0, T ], ε ∈ (0, 1].

Combining this with (75), (83), (88), (94), (87), (93), and the argument leading to
(67), we find a constant k2(µ, φ) and a measurable function h̃ : (0, T ]× (0, 1]→ (0,∞)
with

sup
ε∈(0,1],t∈(0,T ]

√
t

α(t
1
2 )
h̃t(ε) ≤ k2(µ, φ), lim

ε→0
sup

t∈(0,T ]

√
t

α(t
1
2 )
h̃t(ε) = 0 (95)
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such that∥∥∥vε,2t − v̂2
t

∥∥∥
∞
≤ h̃t(ε) +

∫
Rd

∥∥∥∥E[Ut(·, ·, Xx,µ
t )

×
∫ t

0

〈
{ζs[vε,2s − v̂2

s ]}(Xx,µ
s , P ∗s µ), dWs

〉]∥∥∥∥
∞
µ(dx) (96)

≤ h̃t(ε) + k2(µ, φ)

(∫ t

0

‖vε,2s − v̂2
s‖2∞ds

) 1
2

, t ∈ (0, T ].

(d) Proof of (76). Let

βt := lim sup
ε→0

sup
s∈(0,t]

√
s

α(s
1
2 )
‖vε,2s − v̂2

s‖∞.

Noting that (63), (71), (72), (66) and (85) imply that βt satisfies

sup
t∈(0,T ]

βt ≤ sup
ε∈(0,1]

sup
s∈(0,T ]

√
s

α(s
1
2 )
‖vε,2s − v̂2

s‖∞ =: c̃(µ, φ) <∞,

so that by Fatou’s lemma in (96) we derive from (95) that

β2
t ≤ Ck2(µ, φ)2

∫ t

0

α(s
1
2 )2

s
β2
sds, t ∈ (0, T ],

where by (3),

C := sup
t∈(0,T ]

t

α(t
1
2 )2

<∞.

Combining this with
∫ T

0
α(t

1
2 )2

t dt < ∞, and applying Gronwall’s inequality, we prove
(76), which together with (79) completes the proof.

We are now ready to prove Theorem 7.

Proof of Theorem 7. By (57) and (58), it suffices to prove that for any t ∈ (0, T ] and
f ∈ Bk−1,b(Rd),

lim
ε↓0

Pµεt f(µε)− Pµt f(µε)

ε

=

∫
Rd

E
[
f(Xx,µ

t )

∫ t

0

〈
ζs(X

x,µ
s )Ns(µ, φ), dWs

〉]
µ(dx).

(97)

Let Rε,xt be in (80). By (83) for f replacing Ut(y, ν, ·), we obtain

Pµεt f(µε)− Pµt f(µε)

ε
=

∫
Rd

1

ε
E
[
f(X

x+εφ(x),µ
t )(Rε,xt − 1)

]
µ(dx), t ∈ (0, T ]. (98)
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Noting that (90) implies

lim
ε→0

E
[

sup
t∈[0,T ]

|Xx+εφ(x),µ
t −Xx,µ

t |k
]

= 0,

while (88), (87), Lemma 9, (74), (71), (62) and (76) lead to

lim
ε→0

Rε,xt − 1

ε
=

∫ t

0

〈
ζs(X

x,µ
s )Ns(µ, φ), dWs

〉
in L2(P), by taking ε → 0 in (98) and using the dominated convergence theorem, we
deduce (97) for f ∈ Cb(Rd). By an approximation argument as in [30, Proof of (2.3)]
for f ∈ Bb(Rd), this implies (97) for f ∈ Bb(Rd). By the approximation argument
used in the proof of (49), we may further extend (97) to f ∈ Bk−1,b(Rd).

Acknowledgements. The authors would like to thank the referee for very helpful
comments. The work was supported in part by the National Key R&D Program of
China (2022YFA1006000, 2020YFA0712900) and NNSFC (12271398).

Declarations

• The authors declare that they have no conflict of interest.
• Data sharing not applicable to this article as no datasets were generated or analysed

during the current study.

References
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