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Abstract

In this paper, we propose and analyze a second-order time-stepping numerical scheme
for the inhomogeneous backward fractional Feynman-Kac equation with nonsmooth ini-
tial data. The complex parameters and time-space coupled Riemann-Liouville fractional
substantial integral and derivative in the equation bring challenges on numerical analysis
and computations. The nonlocal operators are approximated by using the weighted and
shifted Grünwald difference (WSGD) formula. Then a second-order WSGD scheme is
obtained after making some initial corrections. Moreover, the error estimates of the pro-
posed time-stepping scheme are rigorously established without the regularity requirement
on the exact solution. Finally, some numerical experiments are performed to validate the
efficiency and accuracy of the proposed numerical scheme.
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1 Introduction

In anomalous diffusion process, the distribution of the particles’ path functionals is defined
as A =

∫ t
0 U [x(τ)]dτ with x(t) being a trajectory of a particle and U(x) a prescribed function

associated with specific applications [5]. Let G(x,A, t) denote the joint probability density
function of finding the particle’s path functional on A at the time t with the initial position
of the particle at x, and i the imaginary unit. For particles with power-law waiting time
and positive functional A, the governing equation of G(x, ρ, t) =

∫∞
0 G(x,A, t)e−ρAdA is the

backward fractional Feynman-Kac equation [1, 5] as follows

∂G(x, ρ, t)

∂t
= 0D

1−α,x
t ∆G(x, ρ, t)

− ρU(x)G(x, ρ, t) + f(x, ρ, t), (x, t) ∈ Ω× (0, T ],

G(x, ρ, 0) = G0(x), x ∈ Ω,

G(x, ρ, t) = 0, (x, t) ∈ ∂Ω× (0, T ],

(1.1)

where α ∈ (0, 1), ∆ represents the Laplace operator, Ω is a bounded convex polygonal domain
in Rn(n = 1, 2, 3) with boundary ∂Ω, the function U(x) is bounded in Ω̄, and f(x, ρ, t) is the
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source term. 0D
ν,x
t refers to the Riemann-Liouville fractional substantial derivative [16], which

is defined by

0D
ν,x
t G(x, ρ, t) =

1

Γ(1− ν)

[
∂

∂t
+ ρU(x)

] ∫ t

0
(t− ξ)−νe−(t−ξ)ρU(x)G(x, ρ, ξ)dξ

= e−tρU(x)
0D

ν
t

(
etρU(x)G(x, ρ, t)

)
, ν ∈ (0, 1), (1.2)

and 0D
ν
t denotes the Riemann-Liouville fractional derivative [23] by

0D
ν
tG(x, ρ, t) =

1

Γ(1− ν)

∂

∂t

∫ t

0
(t− ξ)−νG(x, ρ, ξ)dξ, ν ∈ (0, 1), (1.3)

where Γ(s) =
∫∞

0 ts−1e−tdt denotes the Euler gamma function. When the function U(x) in-

duces that the functional A is not necessarily positive, thenG(x, p, t) =
∫ +∞
−∞ G(x,A, t)e−iρAdA

and its governing equation is a variant version of (1.1) with ρ replaced by −iρ [1].
The fractional Feynman-Kac equations describe the distribution of the particles’ path

functionals A =
∫ t

0 U [x(τ)]dτ in the anomalous diffusion process, where x(t) is the trajectory
of the particle and U(x) has different choices depending on practical applications [5]. There
are two kinds of Feynman-Kac equations: the forward equation and the backward one, and
the latter just focuses on the distribution of the functionals. The governing equations for the
distribution of the functionals refer to the fractional Feynman-Kac equations if the particles
have jump length distributions and/or power-law waiting time, which were derived by Carmi,
Turgeman and Barkai [1, 28].

A number of efficient numerical algorithms have been designed for solving time-fractional
partial differential equations, such as finite difference method [8, 12, 19, 21, 24, 30, 31, 33, 34],
discontinuous Galerkin method [15, 22], spectral method [4, 17, 18, 32], and the references
therein. However, the numerical investigations of the fractional Feynman-Kac equations are
relatively limited. The challenges on theoretical and numerical issues come from the time-
space coupled non-local derivative (fractional substantial derivative) and the complex param-
eters in the equations. Chen and Deng [3] established high-order finite difference approxi-
mations for fractional substantial derivatives based on the Lubich method [20], which were
further applied to numerically solving the forward and backward fractional Feynman-Kac
equation [6]. For the time fractional substantial diffusion equation, the authors in [11] de-
signed a compact finite difference scheme with second-order in time and fourth-order in space.
The stability and convergence of the scheme are proved for smooth solutions. High order dif-
ference schemes were proposed in [2] for the fractional substantial diffusion equation with
truncated Lévy flights and smooth solutions. In [7], a first-order time-stepping method was
provided to solve a forward and tempered fractional Feynman-Kac equation with error anal-
ysis in the measure norm. Recently, the first-order and second-order time-stepping schemes
were introduced in [25] for the homogeneous backward fractional Feynman-Kac equation with
nonsmooth initial data by using the convolution quadrature approximations of the fractional
substantial derivative in [3]. Moreover, [26] developed high-order fully discrete schemes with
some correction terms for the backward fractional Feynman-Kac equation by combining back-
ward difference formulas (BDF) convolution quadrature in time and finite element method in
space.

In this work, we dedicate to designing new time-stepping scheme for the backward frac-
tional Feynman-Kac equation (1.1) based on the weighted and shifted Grünwald difference
(WSGD) formula proposed in [27], and discuss the corresponding corrected scheme for the
inhomogeneous source term and nonsmooth initial data. Our main contributions in this paper
are as follows. (i) A new corrected second-order time discretization method based on a WSGD
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formula is proposed for equation (1.1) with inhomogeneous source term and nonsmooth initial
data. (ii) The error estimates of the proposed discrete scheme are also rigorously analyzed.

The structure of the rest of this paper is as follows. Some preliminaries and essential
lemmas are introduced and proved in Section 2. In Section 3, we derive a new second order
time-stepping scheme for equation (1.1) by using the WSGD formula to approximate the
Riemann-Liouville fractional substantial derivative in time with some correction terms. In
Section 4, we establish the error estimates of the proposed discrete scheme for the homogeneous
and inhomogeneous problem with the nonsmooth initial data. The numerical experiments are
provided in order to evaluate the effectiveness and the convergence rates of our proposed
numerical scheme in Section 5. We conclude this paper with some discussions in the final
section.

2 Preliminaries

By using the relationship between the Caputo and Riemann-Liouville fractional derivatives
[23], the backward fractional Feynman-Kac equation (1.1) can be reformulated as an equivalent
form [6, 26], that is

C
0 D

α,x
t G(x, ρ, t)−∆G(x, ρ, t) = 0I

1−α,x
t f(x, ρ, t), (x, t) ∈ Ω× (0, T ],

G(x, ρ, 0) = G0(x) x ∈ Ω,

G(x, ρ, t) = 0 (x, t) ∈ ∂Ω× (0, T ],

(2.1)

where 0I
1−α,x
t denotes Riemann-Liouville fractional substantial integral [16], which is defined

by

0I
1−α,x
t f(t) =

1

Γ(1− α)

∫ t

0
(t− s)−αe−ρU(x)(t−s)f(s)ds, α ∈ (0, 1).

The notation C
0 D

α,x
t represents the Caputo fractional substantial derivative [16] defined by

C
0 D

α,x
t G(x, ρ, t) = e−tρU(x)C

0 D
α
t

(
etρU(x)G(x, ρ, t)

)
, α ∈ (0, 1),

and C
0 D

α
t stands for the Caputo fractional derivative [23]

C
0 D

α
t G (x, ρ, t) =

1

Γ(1− α)

∫ t

0
(t− ξ)−α ∂

∂ξ
G (x, ρ, ξ) dξ, α ∈ (0, 1).

It is mentioned in [26] that the separation of the operators 0D
1−α,x
t and ∆ in (2.1) compared

with (1.1) can reduce the influences of the regularity of U(x) on convergence rate in space.
Hence we consider to establish the numerical scheme based on (2.1) instead of (1.1) in the
following. The notations G(t), G0, f(t) refer to the abbreviations of G(x, ρ, t), G0(x), f(x, ρ, t)
respectively, and ‖ · ‖ denotes the L2 norm and the operator norm from L2(Ω) to L2(Ω).
Throughout this paper, the generic constant C > 0 may be different at different occurrences
but it is always independent of the time step size τ , and ε > 0 is arbitrary small.

We briefly review the Laplace transform of the fractional substantial integral and deriva-
tive.

Lemma 2.1 ([16]). The Laplace transform of the Riemann-Liouville fractional substantial
integral with α ∈ (0, 1) is

0Ĩ
α,x
t G(z) =

(
β(z)

)−α
G̃(z),

the Laplace transform of the Riemann-Liouville fractional substantial derivative with α ∈ (0, 1)
is

0D̃
α,x
t G(z) =

(
β(z)

)α
G̃(z)− 0I

1−α
t

(
eρU(x)tG(t)

)
|t=0,

3



and the Laplace transform of the Caputo fractional substantial derivative with α ∈ (0, 1) is

C
0 D̃

α,x
t G(z) =

(
β(z)

)α
G̃(z)−

(
β(z)

)α−1
G(0),

where
β(z) := β(z, x) := z + ρU(x), (2.2)

and ‘∼’ means taking the Laplace transform.

Next we define sectors Σθ and Σθ,κ with κ > 0 and θ ∈ (π/2, π) in the complex plane C as

Σθ =
{
z ∈ C\{0} : | arg z| ≤ θ

}
, Σθ,κ =

{
z ∈ C : |z| ≥ κ, | arg z| ≤ θ

}
, (2.3)

Στ
θ,κ =

{
z ∈ C : | arg(z)| ≤ θ, |z| ≥ κ, |Im(z)| ≤ π

τ
,Re(z) ≤ κ+ 1

}
. (2.4)

The contour Γθ,κ oriented with an increasing imaginary part is defined by

Γθ,κ =
{
z ∈ C : |z| = κ, | arg z| ≤ θ

}
∪
{
z ∈ C : |z| ≥ κ, | arg z| = θ

}
. (2.5)

In addition, Γτθ,κ is given by

Γτθ,κ =
{
z ∈ C : |z| = κ, | arg z| ≤ θ

}
∪
{
z ∈ C : κ ≤ |z| ≤ π

τ sin θ
, | arg z| = θ

}
. (2.6)

Now we define A = −∆ with a homogeneous Dirichlet boundary condition. According to
Lemma 2.1, the Laplace transform of (2.1) with respect to time follows

G̃(z) =
(
β(z)α +A

)−1
β(z)α−1G0 +

(
β(z)α +A

)−1
β(z)α−1f̃(z), (2.7)

where β(z) is given by (2.2). Then taking the inverse Laplace transform on both sides of (2.7)
implies that the solution to (2.1) can be formulated as

G(t) =
1

2πi

∫
Γθ,κ

ezt
(
β(z)α +A

)−1
β(z)α−1

(
G0 + f̃(z)

)
dz. (2.8)

Next we introduce the following lemma about β(z), which is important in the error esti-
mates in Section 4.

Lemma 2.2 ([7]). Let β(z) be defined in (2.2) and U(x) be bounded in Ω̄. By choos-
ing θ ∈ (π2 , π) sufficiently close to π

2 and κ > 0 sufficiently large (depending on the value
|ρ|‖U(x)‖L∞(Ω̄)), then we have the following results:
(1) For all x ∈ Ω and z ∈ Σθ,κ, we have β(z) ∈ Σ 3π

4
,κ
2

and

|z| ≤ |β(z)| ≤ C2|z|,

where C1, C2 are positive constants. So β(z)1−α and β(z)α−1 are both analytic function of
z ∈ Σθ,κ.
(2) The operator (β(z)α + A)−1 : L2(Ω) → L2(Ω) is well-defined, bounded, and analytic for
z ∈ Σθ,κ, satisfying ∥∥A(β(z)α +A)−1

∥∥ ≤ C, ∀ z ∈ Σθ,κ,∥∥(β(z)α +A)−1
∥∥ ≤ C|z|−α, ∀ z ∈ Σθ,κ,

where Σθ,κ is defined by (2.3), and C is a positive constant.

The regularity estimate on the solution of (2.1) has been derived in [26], the result is
stated in the following theorem.
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Theorem 2.1 ([26]). Assume that G(t) is the solution of (2.1) and U(x) is bounded in Ω̄. If
G0 ∈ L2(Ω) and

∫ t
0 (t− s)−qα/2‖f(s)‖L2(Ω)ds <∞, then we have

‖G(t)‖Ḣq(Ω) ≤ Ct
−qα/2 ‖G0‖L2(Ω) + C

∫ t

0
(t− s)−qα/2‖f(s)‖L2(Ω)ds, q ∈ [0, 2],

where ‖G‖Ḣq(Ω) =
(∑∞

j=1 λ
q
j(G,ϕj)

2
)1/2

with {(λj , ϕj)}∞j=1 being the eigenvalues and the
normalized eigenfunctions of operator A = −∆ with a zero Dirichlet condition.

In the following, we derive some lemmas, which play crucial roles in the analysis of the
error estimates in Section 4.

Lemma 2.3. Let aτ (ζ) = (1 − ζ)(1 + α
2 −

α
2 ζ)

1
α /τ and β(z) be defined in (3.2) and (2.2),

respectively. Under the conditions in Lemma 2.2, then we have

C1|z| ≤ |aτ (e−β(z)τ )| ≤ C2|z|, ∀ z ∈ Γτθ,κ,

where Γτθ,κ is given by (2.6), and C1, C2 denote two positive constants.

Proof. Let ω := β(z), then the first estimate in Lemma 2.2 shows that ω ∈ Σ 3π
4
,κ
2

and

C1|z|τ ≤ |ωτ | ≤ C2 |z| τ ≤
C2π

sin θ
, ∀ z ∈ Γτθ,κ,

then it suffices to prove that C1|ω| ≤ |aτ (e−ωτ )| ≤ C2|ω| holds for any z ∈ Γτθ,κ. Let γ(ζ) :=

(1 − ζ)α(1 + α
2 −

α
2 ζ), we first prove that |ω|

|aτ (e−ωτ )| = |ωτ |
|γ(e−ωτ )

1
α |

is bounded for any z ∈ Γτθ,κ

by the similar approach in [29, Lemma 2].
(i) For the case 0 < |ωτ | ≤ δ0 with some 0 < δ0 ≤ C2π

sin θ , we have that

lim
x→0

x

γ(e−x)
1
α

= lim
x→0

x

(xα + d1x2+α + d2x3+α + · · · )
1
α

= lim
x→0

1

(1 + d1x2 + · · · )
1
α

= 1,

which implies the boundedness of |ωτ |
|γ(e−ωτ )

1
α |

when 0 ≤ |ωτ | ≤ δ0 and z ∈ Γτθ,κ.

(ii) For the case δ0 ≤ |ωτ | ≤ C2π
sin θ , we note that the zeros of γ(e−ωτ ) being ωτ = 0 and

ln α
2+α < 0 are located outside of Σ 3π

4
,κ
2
. Then |ωτ |

|γ(e−ωτ )
1
α |

is continuous in Σ 3π
4
,κ
2
, which leads

to the boundedness of |ωτ |
|γ(e−ωτ )

1
α |

for δ0 ≤ |ωτ | ≤ Cπ
sin θ , z ∈ Γτθ,κ.

Combining (i) and (ii), we obtain that |ω|
|aτ (e−ωτ )| = |ωτ |

|γ(e−ωτ )
1
α |

is bounded for all z ∈ Γτθ,κ,

which implies C1|ω| ≤ |aτ (e−ωτ )|. Similarly, we can derive that
|aτ (e−ωτ )|
|ω| is also bounded for

all z ∈ Γτθ,κ, which leads to |aτ (e−ωτ )| ≤ C2|ω|. This completes the proof.

The following lemma is a refined result of [33, Lemma B.4], which is useful for deriving
Lemma 2.5.

Lemma 2.4. If z ∈ Σπ/2, then (3
2 − 2e−z + 1

2e
−2z) ∈ Σπ/2. Otherwise if z ∈ Σθ \ Σπ/2 and

|Imz| ≤ 5π/4 for θ ∈ (π/2, 3π/4], then there corresponds φ = π − arctan(0.4) ∈ (π/2, π) such
that (3

2 − 2e−z + 1
2e
−2z) ∈ Σφ.
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Proof. Let z = x+ iy and r(x, y) = Re
(

3
2 − 2e−z + 1

2e
−2z
)

= 3
2 − 2e−x cos y + 1

2e
−2x cos(2y).

(1) For the case z ∈ Σπ/2, the result is proved in [33, Lemma B.4] as the real part of

(3
2 − 2e−z + 1

2e
−2z) is positive, i.e.,

r(x, y) =
1

2
(1− e−2x) + (1− e−x cos y)2 > 0, x > 0.

(2) For the case z ∈ Σθ \ Σπ/2 and 0 < |y| ≤ π, the proof of Lemma B.4 in [33] indicates

that the function 2 − e−x cos y ≥ g̃(θ) := 2 − e−(θ−π/2)/ tan θ sin θ for any z ∈ Σθ and θ ∈
(π/2, π). Moreover, the function g̃(θ) is monotonically decreasing in (π/2, π) since d

dθ g̃(θ) =

e−(θ−π/2)/ tan θ · π/2−θsin θ < 0 when θ ∈ (π/2, π), and it has only one zero θ̃ within (π/2, π) and

θ̃ ≈ 0.79106379π > 3π/4. Then we have that 2− e−x cos y > 0 for any θ ∈ (π/2, 3π/4].
Next it suffices to consider y ∈ (0, π] and the real part Re

(
3
2 − 2e−z + 1

2e
−2z
)
< 0. We

define

f(x, y) :=
∣∣∣ Im(3

2 − 2e−z + 1
2e
−2z)

Re(3
2 − 2e−z + 1

2e
−2z)

∣∣∣ =
e−x(2− e−x cos y) sin y

−3
2 + 2e−x cos y − 1

2e
−2x cos(2y)

.

Since 1− 3ex cos y + 3e2x ≥ 1− 3ex + 3e2x = 3(ex − 1
2)2 + 1

4 > 0, then the function f(x, y) is

monotonically increasing due to ∂f(x,y)
∂x =

ex sin y(1−3ex cos y+3e2x)
( 3

2
e2x−2ex cos y+ 1

2
cos(2y))

2 ≥ 0. Thus, together with

tan θ ≤ −1 for θ ∈ (π/2, 3π/4], it follows that f(x, y) ≥ f(y/ tan θ, y) ≥ f(−y, y). The real
part r(−y, y) < 0 if y ∈ (0, θ0), where r(−θ0, θ0) = 0 and θ0 ≈ 0.7018765π. Additionally, it
holds that f(−y, y) ≥ 0.4 for y ∈ (0, θ0). Hence, φ = π − arctan(0.4) ≈ 0.8789π.

0 θ0

−10

−5

0

r(−y, y)

r(−y, y), y ∈ (0, θ0)

0 θ0

0.4

1

2

3

4

f(−y, y)

f(−y, y), y ∈ (0, θ0)

(3) For the case z ∈ Σθ \ Σπ/2 and π ≤ |y| ≤ 5π/4, we have ∂
∂xr(x, y) = 2e−x cos(y) −

e−2x cos(2y) < 0 as cos y < 0 and cos(2y) ≥ 0 for π ≤ |y| ≤ 5π/4. This gives r(x, y) ≥
r(0, y) = 3

2−2 cos y+1
2 cos(2y) = (cos y−1)2 > 0, therefore (3

2−2e−z+1
2e
−2z) ∈ Σπ/2 ⊂ Σφ.

Lemma 2.5. Let aτ (ζ) = (1− ζ)(1 + α
2 −

α
2 ζ)

1
α /τ be defined in (3.2), β(z) be defined in (2.2)

and α ∈ (0, 1). We have that

aτ (e−β(z)τ )α ∈ Σφ, ∀ z ∈ Στ
θ,κ,

for some φ ∈ (π/2, π), where τ ≤ τ∗ with τ∗ being a positive constant and Στ
θ,κ is given in

(2.4). Moreover, the operator
(
aτ (e−β(z)τ )α +A

)−1
is analytic with respect to z in the region

Στ
θ,κ and satisfies∥∥(aτ (e−β(z)τ )α +A

)−1∥∥ ≤ C|aτ (e−β(z)τ )|−α ≤ C|z|−α, ∀ z ∈ Στ
θ,κ.
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Proof. Let ω := β(z), it yields from Lemma 2.2 that ω = β(z) ∈ Σ 3π
4
,κ
2

for any z ∈ Στ
θ,κ.

Firstly, for sufficiently small step τ ≤ π
4|ρ|‖U‖L∞(Ω̄)

, we have

0 < τ |Im(ω)| ≤ τ(|Im(z)|+ |ρ|‖U‖L∞(Ω̄)) ≤ π + τ(|ρ|‖U‖L∞(Ω̄)) ≤
5

4
π, ∀ z ∈ Στ

θ,κ.

Setting s := τ Im(ω) and r = e−τRe(ω), then s ∈ [−5π
4 , 0) ∪ (0, 5π

4 ] and e−ωτ = re−is.
For s ∈ [−5π

4 ,−π]∪(0, π], it follows that Im(1−e−ωτ ) = r sin s ≥ 0 and Im(1+α
2−

α
2 e
−ωτ ) =

α
2 r sin s ≥ 0. Further, we have

∂

∂α
arg
(
1 +

α

2
− α

2
e−ωτ

)
=

∂

∂α
arctan

( α
2 r sin s

1 + α
2 −

α
2 r cos s

)
=

2r sin s

(2 + α− αr cos s)2 + (αr sin s)2
≥ 0.

Then it implies that arg
(
1 + α

2 −
α
2 e
−ωτ) ≤ arg

(
3
2 −

1
2e
−ωτ) and

0 ≤ arg
(
aτ (e−ωτ )α

)
= α arg(1− e−ωτ ) + arg

(
1 +

α

2
− α

2
e−ωτ

)
≤ arg(1− e−ωτ ) + arg

(3

2
− 1

2
e−ωτ

)
= arg

(3

2
− 2e−ωτ +

1

2
e−2ωτ

)
, s ∈ [−5π

4
,−π] ∪ (0, π].

Similarly, we can derive

0 ≥ arg
(
aτ (e−ωτ )α

)
≥ arg

(3

2
− 2e−ωτ +

1

2
e−2ωτ

)
, s ∈ (−π, 0) ∪ (π,

5π

4
].

Therefore, together with above arguments, the result is directly obtained by Lemmas 2.4, 2.2
and 2.3.

Lemma 2.6. Let

µ(ζ) :=
(
1 +

α

2
− α

2
ζ
) 1
α (1− ζ)

(1

2
ζ +

ζ

1− ζ

)
, (2.9)

and β(z) be defined in (2.2). Then we have∣∣µ(e−β(z)τ )− 1
∣∣ ≤ C |z|2 τ2, z ∈ Γτθ,κ.

Proof. Let ω := β(z). By Lemma 2.2, it yields that 0 < |ωτ | ≤ C |z| τ ≤ C π
sin θ for z ∈ Γτθ,κ.

Let γ(ζ) = (1− ζ)α(1 + α
2 −

α
2 ζ), then we have

µ(ζ)− 1 = γ(ζ)1/α
( ζ

1− ζ
+

1

2
ζ
)
− 1

=
(

1 +
1

2
(1− ζ) +

1− α
8

(1− ζ)2 + · · ·
)(

1− 1

2
(1− ζ)− 1

2
(1− ζ)2

)
− 1

= O
(
(1− ζ)2

)
as ζ → 1,

which implies that µ(e−ωτ )−1 = O((1− e−ωτ )
2
) = O((ωτ)2) with ωτ → 0. Then, there exists

δ0 > 0 with 0 < δ0 ≤ Cπ
sin θ such that |µ(e−ωτ )− 1| ≤ C|ωτ |2 ≤ C|zτ |2 holds for 0 ≤ |ωτ | ≤ δ0

by using Lemma 2.2.
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For the case δ0 ≤ |ωτ | ≤ Cπ
sin θ , the function µ(ζ) − 1 is continuous at any ζ 6= 1, which

implies that µ(e−ωτ ) − 1 is continuous at any ωτ 6= 0. Hence, µ(e−ωτ ) − 1 is bounded for
δ0 ≤ |ωτ | ≤ Cπ

sin θ , z ∈ Γτθ,κ, and∣∣µ(e−ωτ )− 1
∣∣ ≤ C=Cδ−2

0 δ2
0 ≤ Cδ−2

0 |ω|
2τ2 ≤ C|z|2τ2.

Therefore, we obtain ∣∣µ(e−ωτ )− 1
∣∣ ≤ C|z|2τ2, ∀ z ∈ Γτθ,κ.

Lemma 2.7. Let aτ (ζ) = (1− ζ)(1 + α
2 −

α
2 ζ)

1
α /τ be defined in (3.2), and β(z) be defined in

(2.2). Then for real number σ, we have∣∣aτ (e−β(z)τ )σ − β(z)σ
∣∣ ≤ Cτ2|β(z)|2+σ, ∀ z ∈ Γτθ,κ.

Proof. Let γ(ζ) = (1− ζ)α(1 + α
2 −

α
2 ζ) and ω := β(z), we can derive that

aτ (e−ωτ )σ − ωσ = τ−σ
(
γ(e−ωτ )

σ
α − (ωτ)σ

)
=

(ωτ)σ
(
1 + d1(ωτ)2 + · · ·

) σ
α − (ωτ)σ

τσ

=
(ωτ)σ

(
1 + σd1

α (ωτ)2 + · · ·
)
− (ωτ)σ

τσ

= τ−σO
(
(ωτ)2+σ

)
, as ωτ → 0.

This implies that there exists 0 < δ0 ≤ Cπ
sin θ such that∣∣aτ (e−ωτ )σ − ωσ

∣∣ ≤ Cτ2|ω|2+σ, 0 ≤ |ωτ | ≤ δ0, z ∈ Γτθ,κ.

For the case δ0 ≤ |ωτ | ≤ Cπ
sin θ with z ∈ Γτθ,κ, the results in Lemmas 2.2 and 2.3 follow that∣∣aτ (e−ωτ )σ − ωσ
∣∣ ≤ ∣∣aτ (e−ωτ )σ

∣∣+ |ωσ| ≤ C |ω|σ ≤ C(|ω|2+σ τ2)
1

|ω|2 τ2

≤ C(|ω|2+σ τ2)
1

δ2
0

≤ C |ω|2+σ τ2.

Thus, the result is obtained.

3 A second-order WSGD scheme

In this section, we propose a second-order WSGD scheme in time for solving the backward frac-
tional Feynman-Kac equation (2.1) by using the WSGD formula to approximate the Riemann-
Liouville fractional substantial derivative in time with some initial corrections.

We first recall the WSGD formula proposed in [27] for approximating the Riemann-
Liouville fractional derivative (1.3), and then discuss its extension to the approximation of
the Riemann-Liouville fractional substantial derivative (1.2) in time.

Let 0 = t0 < t1 < · · · < tN = T be a temporal partition of [0, T ] and τ be the step size with
grid points tn = nτ, n = 0, 1, · · · , N . By choosing the shift index (p, q) = (0,−1) in [27], the
Riemann-Liouville fractional derivative 0D

α
t G(t) at t = tn with n ≥ 1 can be approximated

by

0D
α
t G(tn) ≈ 1

τα

n∑
j=0

w
(α)
n−jG(tj) (3.1)

8



with second-order of accuracy, where

w
(α)
0 =

α+ 2

2
g

(α)
0 , w

(α)
j =

α+ 2

2
g

(α)
j − α

2
g

(α)
j−1, j = 1, 2, . . . , n,

and the coefficients {g(α)
j , j = 0, 1, 2, · · · } satisfy

δ1(ζ)α =
(1− ζ

τ

)α
=

1

τα

∞∑
j=0

g
(α)
j ζj .

The explicit expression of g
(α)
j is

g
(α)
j = (−1)j

(
α

j

)
= (−1)j

Γ(α+ 1)

Γ(j + 1)Γ(α− j + 1)
,

and the recursive formula for the coefficients g
(α)
j is

g
(α)
j = g

(α)
j−1 · (−1) · α− j + 1

j
, j = 1, 2, · · · .

The weights {w(α)
j , j = 0, 1, 2, · · · } satisfy

1

τα

∞∑
j=0

w
(α)
j ζj =

1

τα
α+ 2

2

∞∑
j=0

g
(α)
j ζj − 1

τα
α

2
ζ
∞∑
j=0

g
(α)
j ζj =

(1− ζ)α
(
1 + α

2 −
α
2 ζ
)

τα
,

then the corresponding generating function of the weights {w(α)
j , j = 0, 1, 2, · · · } is aτ (ζ)α

with aτ (ζ) denoted by

aτ (ζ) =
(1− ζ)

(
1 + α

2 −
α
2 ζ
)1/α

τ
. (3.2)

From the definition of the Riemann-Liouville fractional substantial derivative in (1.2), its
approximation by the formula (3.1) can be extended as follows

0D
α,x
t G(tn) ≈ 1

τα
e−tnρU(x)

n∑
j=0

w
(α)
j etn−jρU(x)Gn−j

=
1

τα

n∑
j=0

w
(α)
j e−tjρU(x)Gn−j .

Similarly, the approximation of the Riemann-Liouville fractional substantial integral in (2.1)
is

0I
1−α,x
t φ(tn) ≈ 1

τα−1

n∑
j=0

w
(α−1)
j e−tjρU(x)φn−j ,

where the coefficients w
(α−1)
j satisfy

(
aτ (ζ)

)α−1
= 1

τα−1

∑∞
j=0w

(α−1)
j ζj .

Using the relationship C
0 D

α,x
t G(t) = 0D

α,x
t

(
G(t)−e−tρU(x)G0

)
and the above approximate

formulae, we can obtain a temporal discrete scheme of the backward fractional Feynman-Kac
equation (2.1) as follows

1

τα

n−1∑
j=0

w
(α)
j e−tjρU(x)Gn−j − 1

τα

n−1∑
j=0

w
(α)
j e−tnρU(x)G0 +AGn

=
1

τα−1

n∑
j=0

w
(α−1)
j e−tjρU(x)fn−j ,

(3.3)
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where fn = f(tn). As indicated in literatures [13, 25, 26, 29], the direct application of BDFs
and the formula (3.1) for time-fractional equations can not achieves their optimal convergence
orders, some corrections should be meticulously designed, and this also happens to (3.3).

In order to capture the weak singularity of the solution of (2.1) at t = 0 and preserve the
optimal second-order convergence rate, similar as in [25, 26], we correct the scheme (3.3) as
follows

1

τα

n−1∑
j=0

w
(α)
j e−tjρU(x)Gn−j − 1

τα

n−1∑
j=0

w
(α)
j e−tnρU(x)G0 +AGn

=
1

2τα
w

(α)
n−1e

−tnρU(x)G0 +
1

τα−1

n−1∑
j=0

w
(α−1)
j e−tjρU(x)fn−j

+
1

2τα−1
w

(α−1)
n−1 e−tn−1ρU(x)f0,

(3.4)

for n = 1, 2, · · · , N.

4 Error estimates

In this section, we analyze the temporal error estimates for the WSGD scheme (3.4) for the
homogeneous (f = 0) and inhomogeneous (f 6= 0) problems. The results depend only on the
regularity assumptions on the data, without any regularity requirements on the solution of
the equation.

4.1 Homogeneous case

We first analyze the homogeneous case for the scheme (3.4), i.e., f = 0. Multiplying ζn on
both sides of (3.4) and summing n from 1 to ∞ lead to

1

τα

∞∑
n=1

n−1∑
j=0

w
(α)
j e−tjρU(x)Gn−jζn +

∞∑
n=1

AGnζn

=
1

τα

∞∑
n=1

n−1∑
j=0

w
(α)
j e−tnρU(x)G0ζ

n +
1

2τα

∞∑
n=1

w
(α)
n−1e

−tnρU(x)ζnG0.

Recall that aτ (ζ) = (1− ζ)(1 + α
2 −

α
2 ζ)

1
α /τ in (3.2). Then it follows that

(
aτ (e−τρU(x)ζ)α +A

) ∞∑
n=1

Gnζn = aτ (e−τρU(x)ζ)α
( e−τρU(x)ζ

1− e−τρU(x)ζ
+

1

2
e−τρU(x)ζ

)
G0,

and we obtain

∞∑
n=1

Gnζn =
(
aτ (e−τρU(x)ζ)α +A

)−1
aτ (e−τρU(x)ζ)α

( e−τρU(x)ζ

1− e−τρU(x)ζ
+

1

2
e−τρU(x)ζ

)
G0.

By Cauchy’s integral formula and the definition of µ(ζ) in (2.9), it holds that

Gn =
1

2πi

∫
|ζ|=ξτ

ζ−n−1
(
aτ (e−τρU(x)ζ)α +A

)−1
aτ (e−τρU(x)ζ)α−1µ(e−τρU(x)ζ)τ−1G0dζ,

where ξτ = e−τ(κ+1). Let ζ = e−zτ and β(z) be defined in (2.2), we arrive at

Gn =
1

2πi

∫
Γτ
eztn

(
aτ (e−β(z)τ )α +A

)−1
aτ (e−β(z)τ )α−1µ(e−β(z)τ )G0dz,
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where Γτ = {z = κ+ 1 + iy : y ∈ R and |y| ≤ π/τ}. By deforming the contour Γτ to Γτθ,κ, it
implies

Gn =
1

2πi

∫
Γτθ,κ

eztn
(
aτ (e−β(z)τ )α +A

)−1
aτ (e−β(z)τ )α−1µ(e−β(z)τ )G0dz. (4.1)

Before analyzing the error estimate, we provide the following lemma.

Lemma 4.1. Let β(z), µ(ζ) and aτ (ζ) be defined in (2.2), (2.9) and (3.2), respectively, then
it holds that∥∥(β(z)α +A

)−1
β(z)α−1 −

(
aτ (e−β(z)τ )α +A

)−1
aτ (e−β(z)τ )α−1µ(e−β(z)τ )

∥∥
≤ Cτ2 |z| , ∀ z ∈ Γτθ,κ.

Proof. First, by the triangle inequality, it follows that∥∥(β(z)α +A
)−1

β(z)α−1 −
(
aτ (e−β(z)τ )α +A

)−1
aτ (e−β(z)τ )α−1µ(e−β(z)τ )

∥∥ ≤ I + II,

where
I =

∥∥((β(z)α +A)−1 − (aτ (e−β(z)τ )α +A)−1
)
β(z)α−1

∥∥,
and

II =
∥∥(aτ (e−β(z)τ )α +A

)−1(
β(z)α−1 − aτ (e−β(z)τ )α−1µ(e−β(z)τ )

)∥∥.
For I, by Lemmas 2.2, 2.5 and 2.7, we have

I ≤
∥∥(β(z)α +A

)−1 ·
(
(aτ (e−β(z)τ )α +A)− (β(z)α +A)

)
·
(
aτ (e−β(z)τ )α +A

)−1∥∥ · |β(z)α−1|

≤
∥∥(β(z)α +A

)−1∥∥ · |aτ (e−β(z)τ )α − β(z)α|

·
∥∥(aτ (e−β(z)τ )α +A

)−1∥∥ · |β(z)α−1|
≤ Cτ2|z|.

Similarly, for II, we can get the following inequality by Lemma 2.5,

II ≤ C|z|−α(II1 + II2),

where II1 = ‖β(z)α−1 − aτ (e−β(z)τ )α−1‖ and II2 = ‖aτ (e−β(z)τ )α−1
(
1 − µ(e−β(z)τ )

)
‖. Addi-

tionally, Lemmas 2.3, 2.6 and 2.7 imply that

II1 ≤ Cτ2|z|α+1, II2 ≤ Cτ2|z|α+1.

Consequently, it yields that II ≤ Cτ2|z|. In summary, we obtain I + II ≤ Cτ2|z|, which
completes the proof of the lemma.

By using Lemma 4.1, we can derive the error estimate of the WSGD scheme (3.4) for the
homogeneous problem in the following theorem.

Theorem 4.1. Let U(x) be bounded in Ω̄, G(tn) and Gn be the solutions of (2.1) and (3.4)
respectively, and τ ≤ τ∗ with τ∗ being a positive constant. For f = 0 and G0 ∈ L2(Ω), we
have

‖G(tn)−Gn‖ ≤ Cτ2t−2
n ‖G0‖, n = 1, 2, · · · , N.

11



Proof. Subtracting (4.1) from (2.8) implies∥∥G(tn)−Gn
∥∥

≤ C
∥∥∥∫

Γθ,κ

eztn(β(z)α +A)−1β(z)α−1G0dz

−
∫

Γτθ,κ

eztn
(
(aτ (e−β(z)τ ))α +A

)−1
aτ (e−β(z)τ )α−1µ(e−β(z)τ )G0dz

∥∥∥
≤ C

∥∥∥∫
Γθ,κ\Γτθ,κ

eztn(β(z)α +A)−1β(z)α−1dz
∥∥∥‖G0‖

+ C
∥∥∥∫

Γτθ,κ

eztn
(
(β(z)α +A)−1β(z)α−1

− (aτ (e−β(z)τ )α +A)−1aτ (e−β(z)τ )α−1µ(e−β(z)τ )
)
dz
∥∥∥‖G0‖

≤ C(I + II)‖G0‖,

where
Γθ,κ\Γτθ,κ =

{
z ∈ C : z = re±iθ,

π

τ sin θ
≤ r <∞

}
, θ ∈

(
π/2, π

)
.

For I, we have from Lemma 2.2 that

I ≤
∫

Γθ,κ\Γτθ,κ

∣∣eztn∣∣ |z|−1 |dz| ≤
∫ ∞

π
τ sin θ

ertn cos θr−1dr

≤
∫ ∞

π
τ sin θ

r−2ertn cos θrdr ≤ Cτ2t−2
n ,

where r−2 ≤ τ2 sin2 θ
π2 ≤ Cτ2 as r ≥ π

τ sin θ . For II, combining with Lemma 4.1, it holds that

II ≤
∫

Γτθ,κ

|eztn |
∥∥(β(z)α +A)−1β(z)α−1

− (aτ (e−β(z)τ )α +A)−1aτ (e−β(z)τ )α−1µ(e−β(z)τ )
∥∥|dz|

≤ Cτ2

∫
Γτθ,κ

|eztn | |z| |dz| ≤ Cτ2
(∫ π

τ sin θ

κ
ertn cos θrdr +

∫ θ

−θ
eκtn cosϕκ2dϕ

)
≤ Cτ2t−2

n .

This completes the proof of the theorem.

4.2 Inhomogeneous case

Now we turn to the inhomogeneous problem with f 6= 0 and zero initial data G0 = 0. In such
case, we have from (2.7) that

G̃(z) =
(
β(z)α +A

)−1
β(z)α−1f̃(z). (4.2)

Inspired by [14, 26], we consider the Taylor expansion f(t) = f(0) + tf ′(0) +
(
t ∗ f ′′(t)

)
(t),

and estimate the error by two steps.
We first consider the case of f(t) = f(0) + tf ′(0), then the equation (4.2) becomes

G̃(z) =
(
β(z)α +A

)−1
β(z)α−1

(
z−1f(0) + z−2f ′(0)

)
.
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Taking the inverse Laplace transform on both sides derives that

G(tn) =
1

2πi

∫
Γθ,κ

eztn
(
β(z)α +A

)−1
β(z)α−1

(
z−1f(0) + z−2f ′(0)

)
dz. (4.3)

For f(t) = f(0) + tf ′(0) and G0 = 0, multiplying ζn on both sides of (3.4) and summing up
with simple calculations, we can obtain

∞∑
n=1

Gnζn =
(
aτ (e−τρU(x)ζ)α +A

)−1
aτ (e−τρU(x)ζ)α−1

(( ζ

1− ζ
+

1

2
ζ
)
f(0) +

τζ

(1− ζ)2
f ′(0)

)
.

The solution can be represented by Cauchy’s integral formula as follows

Gn =
1

2πi

∫
Γτθ,κ

eztn(aτ (e−β(z)τ )α +A)−1aτ (e−β(z)τ )α−1

(
aτ (e−zτ )−1µ(e−zτ )f(0) +

τ2e−zτ

(1− e−zτ )2
f ′(0)

)
dz,

(4.4)

where µ(ζ) is defined by (2.9).

Lemma 4.2. Let

A(z) =
(
β(z)α +A

)−1
β(z)α−1z−1

−
(
aτ (e−β(z)τ )α +A

)−1
aτ (e−β(z)τ )α−1aτ (e−zτ )−1µ(e−zτ ),

B(z) =
(
β(z)α +A

)−1
β(z)α−1z−2

−
(
aτ (e−β(z)τ )α +A

)−1
aτ (e−β(z)τ )α−1 τ2e−zτ

(1− e−zτ )2
,

where β(z), µ(ζ) and aτ (ζ) are respectively defined in (2.2), (2.9) and (3.2). Then we have

(i) ‖A(z)‖ ≤ Cτ2, ∀ z ∈ Γτθ,κ,

(ii) ‖B(z)‖ ≤ Cτ2|z|−1, ∀ z ∈ Γτθ,κ.

Proof. (i) It has from the formula of A(z) that

‖A(z)‖ ≤ I + II,

where
I =

∥∥((β(z)α +A)−1 − (aτ (e−β(z)τ )α +A)−1
)
β(z)α−1z−1

∥∥,
and

II =
∥∥(aτ (e−β(z)τ )α +A)−1

(
β(z)α−1z−1 − aτ (e−β(z)τ )α−1aτ (e−zτ )−1µ(e−zτ )

)∥∥.
For I, by Lemmas 2.2, 2.5 and 2.7, we have

I ≤ Cτ2.

Similarly, for II, an application of Lemma 2.5 implies

II ≤ C|z|−α(II1 + II2 + II3),

13



where II1 = ‖β(z)α−1
(
z−1 − aτ (e−zτ )−1

)
‖, II2 = ‖

(
β(z)α−1 − aτ (e−β(z)τ )α−1

)
aτ (e−zτ )−1‖

and II3 = ‖aτ (e−β(z)τ )α−1aτ (e−zτ )−1
(
1− µ(e−zτ )

)
‖. Then we can obtain

II1 ≤ Cτ2|z|α, II2 ≤ Cτ2|z|α, II3 ≤ Cτ2|z|α

by Lemmas 2.2, 2.3, 2.6 and 2.7. Hence we obtain II ≤ Cτ2, which further implies that
‖A(z)‖ ≤ Cτ2.

(ii) It easily follows that B(z) satisfies

‖B(z)‖ ≤ III + IV,

where
III =

∥∥((β(z)α +A)−1 − (aτ (e−β(z)τ )α +A)−1
)
β(z)α−1z−2

∥∥,
and

IV =
∥∥∥(aτ (e−β(z)τ )α +A

)−1
(
β(z)α−1z−2 − aτ (e−β(z)τ )α−1 τ2e−zτ

(1− e−zτ )2

)∥∥∥.
For III, by Lemmas 2.2, 2.5 and 2.7, we have

III ≤ Cτ2|z|−1.

For IV , it yields from Lemma 2.5 that

IV ≤ C|z|−α(IV1 + IV2),

where IV1 = ‖
(
β(z)α−1 − aτ (e−β(z)τ )α−1

)
z−2‖ and IV2 =

∥∥aτ (e−β(z)τ )α−1
(
z−2 − τ2e−zτ

(1−e−zτ )2

)∥∥.

We can also obtain
IV1 ≤ Cτ2|z|α−1, IV2 ≤ Cτ2|z|α−1,

by applying Lemmas 2.3, 2.7 and the estimate
∣∣z−2 − τ2e−zτ

(1−e−zτ )2

∣∣ ≤ Cτ2 in [10, Lemma 3.4].

Hence, it holds IV ≤ Cτ2|z|−1 which implies that ‖B(z)‖ ≤ III + IV ≤ Cτ2|z|−1. This
completes the proof.

By the above lemma, we can obtain the error estimate for the case f(t) = f(0) + tf ′(0)
and G0 = 0 in the following theorem, its proof is analogous to the approach for Theorem 4.1.

Theorem 4.2. Let U(x) be bounded in Ω̄, G(tn) and Gn be the solutions of (2.1) and (3.4),
respectively, and τ ≤ τ∗ with τ∗ being a positive constant. If f(t) = f(0) + tf ′(0) and G0 = 0,
then we have

‖G(tn)−Gn‖ ≤ Cτ2
(
t−1
n ‖f(0)‖+ ‖f ′(0)‖

)
, n = 1, 2, · · · , N.

Proof. Subtracting (4.4) from (4.3), it has

‖G(tn)−Gn‖

≤ C
(∥∥∥∫

Γθ,κ\Γτθ,κ
eztn

(
β(z)α +A

)−1
β(z)α−1z−1dz

∥∥∥+
∥∥∥∫

Γτθ,κ

eztnA(z)dz
∥∥∥)‖f(0)‖

+ C
(∥∥∥∫

Γθ,κ\Γτθ,κ
eztn

(
β(z)α +A

)−1
β(z)α−1z−2dz

∥∥∥+
∥∥∥∫

Γτθ,κ

eztnB(z)dz
∥∥∥)‖f ′(0)‖

:= C(I + II)‖f(0)‖+ C(III + IV )‖f ′(0)‖,

where A(z) and B(z) are defined in Lemma 4.2.
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By using Lemma 2.2, we have the estimate for I and III that

I ≤
∫

Γθ,κ\Γτθ,κ

∣∣eztn∣∣ |z|−2 |dz| ≤
∫ ∞

π
τ sin θ

r−2ertn cos θdr ≤ Cτ2t−1
n ,

III ≤
∫

Γθ,κ\Γτθ,κ

∣∣eztn∣∣ |z|−3 |dz| ≤
∫ ∞

π
τ sin θ

r−2ertn cos θr−1dr ≤ Cτ2.

For II and IV , it obtains from Lemma 4.2 that

II ≤ Cτ2

∫
Γτθ,κ

|eztn ||dz| ≤ Cτ2t−1
n ,

IV ≤ Cτ2

∫
Γτθ,κ

|eztn ||z|−1|dz| ≤ Cτ2.

Therefore, the estimate is derived from the above arguments.

Next we analyze the error estimate for the case f(t) =
(
t ∗ f ′′(t)

)
(t) with f(0) = 0 and

G0 = 0. From (2.7) and (2.8), the corresponding solution can be represented by

G(tn) =
(
E (t) ∗ f(t)

)
(tn) =

(
E (t) ∗ t ∗ f ′′(t)

)
(tn) =

(
(E (t) ∗ t) ∗ f ′′(t)

)
(tn), (4.5)

where

E (t) =
1

2πi

∫
Γθ,κ

ezt
(
β(z)α +A

)−1
β(z)α−1dz. (4.6)

For f(0) = 0 and G0 = 0, (3.4) becomes

1

τα

n−1∑
j=0

w
(α)
j e−tjρU(x)Gn−j +AGn =

1

τα−1

n−1∑
j=0

w
(α−1)
j e−tjρU(x)fn−j .

Then multiplying ζn on both sides and summing up from 1 to ∞, we can obtain

∞∑
n=1

Gnζn =
(
aτ (e−τρU(x)ζ)α +A

)−1
aτ (e−τρU(x)ζ)α−1

∞∑
n=1

f(tn)ζn. (4.7)

By Cauchy’s integral formula and Cauchy’s integral theorem, it obtains that(
aτ (e−τρU(x)ζ)α +A

)−1
aτ (e−τρU(x)ζ)α−1 =

∞∑
n=0

E n
τ ζ

n, (4.8)

where

E n
τ =

τ

2πi

∫
Γτθ,κ

eztn
(
aτ (e−τβ(z))α +A

)−1
aτ (e−τβ(z))α−1dz.

Thus (4.7) and (4.8) imply that

Gn =

n∑
j=1

E n−j
τ f(tj) =

(
Eτ (t) ∗ f(t)

)
(tn),

where

Eτ (t) =
∞∑
j=0

E j
τ δtj (t). (4.9)

Moreover, the discrete solution of (3.4) with f(t) = (t ∗ f ′′)(t) and G0 = 0 can be formulated
by

Gn = (Eτ ∗ f)(tn) = (Eτ ∗ t ∗ f ′′)(tn) =
(
(Eτ ∗ t) ∗ f ′′

)
(tn). (4.10)
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Theorem 4.3. Let U(x) be bounded in Ω̄, G(tn) and Gn be the solutions of (2.1) and (3.4)
respectively, and τ ≤ τ∗ with τ∗ being a positive constant. If f(t) = (t ∗ f ′′)(t) and G0 = 0,
then we have

‖G(tn)−Gn‖ ≤ Cτ2

∫ tn

0
‖f ′′(s)‖ds, n = 1, 2, · · · , N.

Proof. By the definition of Eτ (t) in (4.9), we have

(Eτ ∗ t) (tn) =
n∑
j=1

E n−j
τ tj .

Then, with (4.8), we can obtain that

∞∑
n=1

(Eτ ∗ t) (tn) ζn =

∞∑
n=1

n∑
j=1

E n−j
τ tjζ

n =

( ∞∑
n=0

E n
τ ζ

n

)( ∞∑
n=1

tnζ
n

)

=
(
aτ (e−τρU(x)ζ)α +A

)−1
aτ (e−τρU(x)ζ)α−1 τζ

(1− ζ)2
.

By Cauchy’s integral formula and Cauchy’s integral theorem, we can derive that

(Eτ ∗ t) (tn) =
1

2πi

∫
Γτθ,κ

eztn
(
aτ (e−β(z)τ )α +A

)−1
aτ (e−β(z)τ )α−1 τ2e−zτ

(1− e−zτ )2
dz.

It obtains from (4.6) that

(E ∗ t) (tn) =
1

2πi

∫
Γθ,κ

eztn
(
β(z)α +A

)−1
β(z)α−1z−2dz.

Hence, the proof for the term f(t) = tf ′(0) in Theorem 4.2 shows that∥∥((E − Eτ ) ∗ t
)
(tn)

∥∥ ≤ Cτ2.

Similarly, we can also derive that

(Eτ ∗ 1) (tn) =
1

2πi

∫
Γτθ,κ

eztn
(
aτ (e−β(z)τ )α +A

)−1
aτ (e−β(z)τ )α−1 τe−zτ

1− e−zτ
dz,

(E ∗ 1) (tn) =
1

2πi

∫
Γθ,κ

eztn
(
β(z)α +A

)−1
β(z)α−1z−1dz.

As | τe−zτ
1−e−zτ − z

−1| ≤ Cτ holds [9, (C.1)], it leads to the following estimate∥∥((E − Eτ ) ∗ 1
)
(tn)

∥∥ ≤ Cτ.
Taking Taylor expansion of

(
(E − Eτ ) ∗ t

)
(t) at t = tn, then it implies that∥∥((E − Eτ ) ∗ t

)
(t)
∥∥ ≤ ∥∥((E − Eτ ) ∗ t

)
(tn)

∥∥+ |t− tn|
∥∥((E − Eτ ) ∗ 1

)
(tn)

∥∥
+
∥∥∫ t

tn

(t− s)(E − Eτ )(s)ds
∥∥

≤ Cτ2, ∀ t ∈ (tn−1, tn],
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where ‖E (t)‖ ≤ C and ‖E n
τ (t)‖ ≤ Cτ are applied. Therefore, we derive that

‖G(tn)−Gn‖ ≤
∥∥(((E − Eτ ) ∗ t

)
∗ f ′′

)
(tn)

∥∥
≤
∫ tn

0

∥∥((E − Eτ ) ∗ t
)
(tn − s)

∥∥ · ‖f ′′(s)‖ds
≤ Cτ2

∫ tn

0
‖f ′′(s)‖ds.

This completes the proof.

Combining the Taylor expansion f(t) = f(0) + tf ′(0) + (t ∗ f ′′)(t) and the results in
Theorems 4.1, 4.2 and 4.3, we can easily obtain the error estimate of inhomogeneous problem
with nonsmooth initial data.

Theorem 4.4. Let U(x) be bounded in Ω̄, G(tn) and Gn be the solutions of (2.1) and (3.4)
respectively, and τ ≤ τ∗ with τ∗ being a positive constant. If G0 ∈ L2(Ω), f ∈ C1([0, T ], L2(Ω))
and

∫ t
0 ‖f

′′(s)‖ds <∞, we have

‖G(tn)−Gn‖ ≤ Cτ2
(
t−2
n ‖G0‖+ t−1

n ‖f(0)‖+ ‖f ′(0)‖+

∫ tn

0
‖f ′′(s)‖ds

)
,

for n = 1, 2, · · · , N.

5 Numerical examples

In this section, we perform some numerical experiments to verify the effectiveness of the
proposed WSGD scheme (3.4) for solving the backward fractional Feynman-Kac equation
(1.1) with piecewise linear finite element approximation in space, and illustrate the theoretical
analysis results in Section 4. Let Gτ be the numerical solution of G at the final time T with
the step size τ , we test the temporal error by

Eτ = ‖Gτ −Gτ/2‖,

as the exact solution G is unknown. Consequently, the temporal convergence rates can be
calculated by the following formula

Rate =
ln(Eτ/Eτ/2)

ln(2)
.

5.1 One dimensional case

We first consider the one dimensional problem with Ω = (0, 1). The spatial interval is equally
divided into subintervals with a mesh size h = 1/128 for the finite element discretization.

Example 5.1. We consider the homogeneous problem with nonsmooth initial data and verify
the temporal convergence rate of the WSGD scheme (3.4), and take

ρ = −1 + i, f(x, ρ, t) = 0, G0(x) = χ(0,0.5)(x), U(x) = χ(0.5,1)(x), T = 1,

where χ(a,b) denotes the characteristic function over (a, b),

χ(a,b)(x) =

{
1, x ∈ (a, b),

0, otherwise.
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Table 1: Temporal errors and convergence rates at T for Example 5.1.

α\τ 1/10 1/20 1/40 1/80 Rate

0.3 4.8369E-05 1.1142E-05 2.6726E-06 6.5445E-07 ≈2.07(2.00)
0.5 8.8909E-05 2.0464E-05 4.8980E-06 1.1978E-06 ≈2.07(2.00)
0.7 1.3446E-04 3.1062E-05 7.4008E-06 1.8043E-06 ≈2.07(2.00)

Taking α = 0.3, 0.5, 0.7 and τ = 1/10, 1/20, 1/40, 1/80, Table 1 presents the temporal L2

errors and convergence rates at T for Example 5.1 by the WSGD scheme (3.4). We observe
that the numerical temporal convergence rate is of second order for all three fractional orders,
which is consistent with the theoretical result in Theorem 4.1.

Example 5.2. We consider the inhomogeneous problem with zero initial data, and take

ρ = −1, f(x, ρ, t) = x(1− x)e−tρχ(0.5,1)(x), G0(x) = 0, U(x) = χ(0.5,1)(x), T = 1,

where χ(a,b) denotes the characteristic function over (a, b).

Table 2: Temporal errors and convergence rates at T for Example 5.2.

α\τ 1/10 1/20 1/40 1/80 Rate

0.3 4.7712E-05 1.2368E-05 3.1461E-06 7.9328E-07 ≈1.97(2.00)
0.5 2.4018E-05 6.3733E-06 1.6370E-06 4.1458E-07 ≈1.95(2.00)
0.7 4.7152E-06 1.2328E-06 3.2488E-07 8.3728E-08 ≈1.94(2.00)

The temporal convergence of the WSGD scheme (3.4) is verified for Example 5.2 with
α = 0.3, 0.5, 0.7 and τ = 1/10, 1/20, 1/40, 1/80. The temporal errors and convergence rates
at T are presented in Table 2. Second-order convergence rate is also observed, which verifies
the result of Theorem 4.4.

Example 5.3. The inhomogeneous problem with nonsmooth initial data is considered by
taking

ρ = −1, f(x, ρ, t) = x(1− x)e−tρχ(0.5,1)(x), G0(x) = χ(0,0.5)(x),

U(x) = χ(0.5,1)(x), T = 1.

Table 3: Temporal errors and convergence rates at T for Example 5.3.

α\τ 1/10 1/20 1/40 1/80 Rate

0.3 9.3834E-05 2.3020E-05 5.7054E-06 1.4205E-06 ≈2.01(2.00)
0.5 1.1269E-04 2.6875E-05 6.5344E-06 1.6128E-06 ≈2.04(2.00)
0.7 1.4131E-04 3.3013E-05 7.9159E-06 1.9364E-06 ≈2.06(2.00)

For α = 0.3, 0.5, 0.7 and τ = 1/10, 1/20, 1/40, 1/80, the temporal errors and convergence
rates at T by the WSGD scheme (3.4) for Example 5.3 are presented in Table 3, which shows
the second-order convergence rate and agrees well with the theoretical result in Theorem
4.4. The above numerical results illustrate that our proposed scheme (3.4) is effective for
numerically solving the backward fractional Feynman-Kac equation (1.1) in one dimensional
case.
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5.2 Two dimensional case

Next we show the numerical efficiency of the WSGD scheme (3.4) for solving the backward
fractional Feynman-Kac equation (1.1) in two dimensional case and verify the theoretical
convergence results. The spatial domain Ω = (0, 1)2 is considered and uniformly partitioned
into triangles with the mesh size h = 1/128 for the finite element discretization.

Example 5.4. We set T = 1, ρ = −1, x = (x1, x2),

f(x, ρ, t) = x1(1− x1)x2(1− x2)e−tρU(x), G0(x) = χ(0,0.5)×(0,0.5)(x1, x2),

and consider three cases of U(x) as follows
case (a) : U(x) = χ(0.5,1)×(0.5,1)(x1, x2),

case (b) : U(x) = x1 + x2,

case (c) : U(x) = x2
1 + x2

2,

where χ(a,b)×(c,d)(x1, x2) denotes the characteristic function on (a, b)× (c, d), i.e.

χ(a,b)×(c,d)(x1, x2) =

{
1, (x1, x2) ∈ (a, b)× (c, d),

0, otherwise.

Table 4: Temporal errors and convergence rates at T for Example 5.4.

case α\τ 1/10 1/20 1/40 1/80 Rate

(a)
0.2 1.0561E-05 2.5062E-06 6.1101E-07 1.5089E-07 ≈2.04(2.00)
0.8 2.6980E-05 6.2089E-06 1.4771E-06 3.5962E-07 ≈2.07(2.00)

(b)
0.2 2.7957E-05 6.7950E-06 1.6771E-06 4.1676E-07 ≈2.02(2.00)
0.8 5.3769E-05 1.2412E-05 2.9587E-06 7.2115E-07 ≈2.07(2.00)

(c)
0.2 1.4881E-05 3.5516E-06 8.6835E-07 2.1475E-07 ≈2.03(2.00)
0.8 3.4592E-05 7.9669E-06 1.8963E-06 4.6183E-07 ≈2.07(2.00)

The temporal errors and convergence rates at T by the WSGD scheme (3.4) for Exam-
ple 5.4 are presented in Table 4 with α = 0.2, 0.8 and τ = 1/10, 1/20, 1/40, 1/80, which is
also consistent with the result of Theorem 4.4. It reveals that the proposed WSGD scheme
performs effectively and converges numerically by the theoretical convergence rate for the
backward fractional Feynman-Kac equation (1.1) in the two dimensional case.

6 Conclusion

The fractional Feynman-Kac equation (1.1) has a wide of applications for describing the
distribution of the particles’ path functionals in the anomalous diffusion process. The time-
space coupled non-local operator and complex parameters in the equation bring challenges
on numerical analysis and computations. We propose an efficient second-order time-stepping
scheme (3.4) for solving (1.1) based on the weighted and shifted Grünwald difference formula,
which also weakens the regularity requirement of the function U(x). The error estimates are
rigorously analyzed for the inhomogeneous problem with nonsmooth initial data, depending
only on the regularity assumptions on the data, without the requirement of regularity of the
exact solution. The temporal convergence rate O(τ2) is verified by some numerical examples.
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