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Abstract

By Girsanov’s thoerem and using the existing log-Harnack inequality for distri-
bution independent SDEs, the log-Harnack inequality is derived for path-distribution
dependent stochastic Hamiltonian systems. As an application, the exponential ergod-
icity in relative entropy is obtained by combining with transportation cost inequality.
In addition, the quantitative propagation of chaos in the sense of Wasserstein dis-
tance, which together with the coupling by change of measure implies the quantitative
propagation of chaos in total variation norm as well as relative entropy are obtained.
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1 Introduction

The stochastic Hamiltonian system (SHS), which includes the kinetic Fokker-Planck equa-
tion (see [31]), has been extensively investigated in [6, 11, 15, 17, 34, 35, 37, 38| and references
therein. More precisely, [11] has studied the regularity of stochastic kinetic equations; [15]
investigated Bismut formula, gradient estimate and Harnack inequality for SHS by using
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coupling by change of measure; the derivative formula is extended to the case that the de-
generate part is not linear by using Malliavin calculus in [35] and [37]; moreover, [37] derived
the stochastic flows for SHS with linear degenerate part, and the diffusion only depends on
the degenerate part; see also [38] for the results on the stochastic flows with singular coeffi-
cients; we refer to [34] for the hypercontractivity for SHS. For the path-dependent SHS, the
derivative formula and Harnack inequality are established in [6], see also [17] for Harnack
inequalities with singular drifts.

Recently, along with the application in nonlinear Fokker-Planck-Kolmogorov equations,
McKean-Vlasov stochastic differential equations (SDEs), presented in [22], have gained much
attention. There are plentiful results on these type SDEs, see for instance, [3, 4, 9, 16, 21,
28, 39] and references therein. In [27], the exponential ergodicity of McKean-Vlasov SDEs in
relative entropy is derived by log-Harnack inequality and transportation cost inequality. The
log-Harnack inequality for non-degenerate McKean-Vlasov SDEs is investigated in [33] by
coupling by change of measure. One can also refer to [18] for the log-Harnack inequality of
non-degenerate McKean-Vlasov SDEs with memory. In addition, there are lots of references
on the well-posedness of McKean-Vlasov SDEs with singular coefficients, for instance, [9,
16, 19, 21, 24, 28, 39] and references therein. Since in this paper we do not plan to pay
attention to the well-posedness for McKean-Vlasov SDEs with singular coefficients, we will
not characterize the details of the well-posedness results in the above references and we will
give the well-posedness result using the appendix in Section 5.

To obtain the log-Harnack inequality for the path-distribution dependent SHS, we will
adopt Girsanov’s transform and combine with the existing log-Harnack inequality in [32] and
[17].

McKean-Vlasov SDEs can be viewed as the limit of the mean field interacting particle
system. The so called propagation of chaos ([30]) means that the joint distribution of finite
many particles converges to the product of the distribution of McKean-Vlasov SDEs as the
number of interacting particle system tends to infinity, see [14, Definition 4.1] for more
details. For the propagation of chaos, [21] obtain the convergence of the interacting particle
system with non-degenerate noise in the total variation distance. In this paper, we obtain
the convergence of the interacting particle system in the sense of Wasserstein distance, total
variation norm and relative entropy, see Theorem 4.2 below. Since ¥™*¢ is an infinite
dimensional space, to obtain the quantitative propagation of chaos, we assume that the
coefficients are Lipschitz continuous in W} instead of L’-Wasserstein distance. For more
results on the propagation of chaos, see [2, 7, 13, 14, 20, 25, 30] and references therein.

The main contributions of this paper mainly include: (1) The diffusion is degenerate. (2)
The model is assumed to be both path and distribution dependent. (3) The quantitative
propagation of chaos in the sense of total variation norm and relative entropy is obtained.

The paper is organized as follows: In Section 2, we prove the log-Harnack inequality for
path-distribution dependent SHS; The exponential ergodicity in relative entropy is derived
in Section 3, where the transportation cost inequality for the invariant probability measure is
also investigated under the dissipative condition; In section 4, the quantitative propagation of
chaos for path-distribution dependent SHS is studied. Finally, the well-posedness for general
path-distribution dependent SDEs and mean field interacting particle system is provided in



Section 5.
Throughout the paper, fix a constant r > 0. For any n € N let € = C([—r,0]; R")
be equipped with the uniform norm [|{||ec =: supse(_,.q) [{(s)]. For any f € C([—r,00); R"),
t >0, define f; € €™ as fi(s) = f(t + s),s € [—r,0], which is called the segment process.
Let Z(%") be the set of all probability measures in €™ equipped with the weak topology.
For 6 > 1, define
Po(6™) = {e 2(&) (] - ) < o0},

It is well known that &(%€™") is a Polish space under the Wasserstein distance

%
W)=t ([ te-nlaaean)s wve e,

reCu)

where C(u, v) is the set of all couplings of y and v.
Recall that for two probability measures p,r on some measurable space (F, &), the
entropy and total variation norm are defined as follows:

[ (log j—:)dy, if v is absolutely continuous with respect to u,

Ent(v|u) = {

00, otherwise;
and
1t = Vllvar == sup [u(f) = v(f))I-
If1<1
By Pinsker’s inequality (see [26]),
(1) it — vy < 2Bnt(olu), o, € P(E)

here Z(FE) denotes all probability measures on (£, &). Throughout the paper, we will use C
or ¢ as a constant, the values of which may change from one place to another. For n,k € N*,

let 0,, and 0,,«x denote the n dimensional vector and n x k matrix with all components being
0.

2 Log-Harnack Inequality

The log-Harnack inequality provides an estimate of the relative entropy for two probability
measures, see for instance [32, Theorem 1.4.2 (2)]. For the path dependent SHS, the log-
Harnack inequality has been established in [32, Theorem 4.4.5], see also [17] for the case
with singular drifts. [18] studied log-Harnack inequality for path-distribution dependent S-
DEs with non-degenerate noise and the result is extended to the path-distribution dependent
SDEs with singular drift in [16]. Moreover, by Girsanov’s transform and Young’s inequality,
the log-Harnack inequality is obtained in [19], where the semi-linear SPDE with Dini con-
tinuous drift and non-degenerate noise is considered. In this section, we extend the method
in [19] to the path-distribution dependent case including the path-distribution SHS. To this
end, we first give a general result as follows.



2.1 A General Result
Let T > r and n, k € N*. Consider SDE on R":

(2.1) AX (t) = Ho(t, X,)dt + S(t, X,V H(t, X;, L, )dt + S(t, X,)dW (2),

where Hy : [0,00) x €™ — R", H : [0,00) X €™ x 2(€") = R ¥ :[0,00) x " — R" @ R*
are measurable and W(t) is a k-dimensional Brownian motion on some complete filtration
probability space (2, %, (%)i>0, P).

Let Z2(€™) be a subset of 2(€™) containing all Dirac measures and it is equipped with
some topology. Assume that (2.1) is well-posed in @(%””), see Definition 5.1 and Theorem
5.1 for general result on the well-posedness of path-distribution depedndent SDEs. For any
fio € P(€™), let X! be the unique solution to (2.1) with initial distribution s and define

(2.2) Fif (o) = (P po)(f) = Ef(XE?), f € B(€"),t > 0.

~

For any p € C([0,T]; Z(€¢"™)) and any .Z;-measurable random variable X, with Zy, €

~

P(€"), suppose that the decoupled SDE
(2.3)  dXXoOH(t) = Hy(t, X,0")dt + B(t, XM H (t, XX, ) dt + S(t, X;0M)dW (1)

with X(‘)X O" = X, has a unique strong solution. Note that (2.3) reduces to a path dependent
classical SDE, see [17, 36, 38] and references therein for the well-posedness with singular
coefficients. Let P}" be the associated semigroup to (2.3), i.e.

PLf(&) =Ef(X;"), €€Cm, € By(Em),t>0.

For v € C([0,T]; 2(6™)), let
1= H( X ) — H(t, X, ),

R = exp {—/0 (¢ AW (s)) — %/0 |C§""|2ds} , tel0,T].

~

Theorem 2.1. Assume that for any p,v € C([0,T], Z(€")), {R!"" }icjo,r) is a martingale
and P} satisfies the log-Harnack inequality, i.e. there exists a function C : (r,00) — (0, 00)

such that for any f € By(€™) with f >0
(2.4) P/ log f(€) <log P/ f(n) + Ct)[I€ —nl%, r<t<T.&neem
Then we have

Fylog f(vo) <log P f(po)
(2.5) + 20 ()W, o) + log E(RI™)?, r <t < T, po,vp € P(EM).

Consequently,

var

1 y
§||Pt*po — P2, < Ent(P ol Prvg) < 2C(4H)Wo(ug, o) + log E(RY)?, r <t < T.



Proof. By [32, Theorem 1.4.2 (2)] and (1.1), it is sufficient to prove the log-Harnack inequality
(2.5).

Let X, satisfy Zx, = po and let p; = P and v = Prg, W(t) = W(t) + fot (Mrds,
t € [0,T]. Since {R}""}icjor is a martingale, it follows from Girsanov’s theorem that
{W(t)}iejor is a k-dimensional Brownian motion under Qp = R7"P. So, (2.3) can be
rewritten as

AXXOR(1) = Ho(t, X70) 50, X0V H (1, X7 my)ddt 4+ 5(8 X700 (), X050 = X,

Letting ji; = DS,”thO,H]QT and noting that {R}{""},cp,r) is a martingale, we derive

fr(f) = E¥f(X0") = B(RPVF(X[F), f € Bi(€"),t € [0,T),
which implies that for any ¢ € [0, 7], P-a.s.
i
J G5 = B(REXG).

By Jensen’s inequality for conditional expectation, we get

d7 12 12
(2.6) A (ﬁ) — B(E(RP|XOM2) < B(RM)E, ¢ e [0,T].

On the other hand, taking expectation in (2.4) with respect to any m € C(wy, i1o), using
Jensen’s inequality and then taking infimum in 7 € C(vyp, o), we get

(Pvo)(log f) < log fig(f) + C(t)Wa(uo, v0)?, r <t <T.
This together with [32, Theorem 1.4.2 (2)] implies that

dP v dP} v
— log ——
dfu dfu

Ent(Fvolfu) = < C(t)Wa(po, o).
( )

It follows from Young’s inequality (see for instance [1, Lemma 2.4]) and (2.6) that

@ dPtj Yo log f )
dpe dp

Pilog f(v0) = s (

djiy AP g (dﬂt d P/ v > )
< log P, + (— — log | — ——
8PS i) + e dpr  djg dpe  diu

dP*y, dp dP*y, dP*y,
:10ng(u0)+ut( ¢ Ologﬁ)%-,ut( d;jolog ¢ 0)
¢

dfu dpu dfu
dpu dFPy dP*v
<log P, f (o) + log fis (—Mt> + 20 ( L2 log —* 0)
dpu dfu dfu

< log P, f (o) + log E(R}™)* + 2C (t)Wa(pu0, o).

Therefore, we complete the proof. n



2.2 Log-Harnack Inequality and Regularity for Path-Distribution
Dependent SHS

Let m,d € NT. In this section, consider the following path-distribution dependent stochastic
Hamiltonian system on R™*:

07 dX(t) = {AX(t) + MY (¢t)}dt,
B0\ av () = (20, (0, Zoxr) + B Yoo Lo,y Wt + oIV (),

where W = (W (t))i>0 is a d-dimensional standard Brownian motion with respect to a
complete filtration probability space (2, #,{.%:}i>0,P), A is an m x m matrix, M is an
m x d matrix, o is a d x d matrix, Z : R™4 x 2(¢"H) — R? B : " x 2(€™H) — R4
We should remark that the reason why we assume that the coefficients are time independent
is only to coincide with the assertion in Section 3 and the result in Theorem 2.2 below can
also be available in the time dependent case. To obtain the log-Harnack inequality, we make
the following assumptions:

(A1) o is invertible.

(A2) There exists @ > 1 and Kz > 0 such that

‘Z(Z”y) - Z(za /7)‘ < KZ(lz - Z| +W9<’y7§/)>7 z,2 € Rerda’ny? € ‘@9(%m+d)'

(A3) Let 6 be in (A2). There exists a constant Kp > 0 such that
|B(§77) - B(Uﬁ” < KB(H& - T]HOO + W9(777))7 5777 S cgm—&—d,,}/,,? < ‘@9<(gm+d)'

(A4) There exists an integer [ with 0 <1 < m — 1 such that

Rank[M, AM, ---  A'M] = m.

According to Remark 5.2 below, under (A1)-(A3), (2.7) is well-posed in Fp(€™).
Denote the solution to (2.7) with Zx,vy) = pto € Po(€™ ) by (X}, Y}°). Let P, and Py
be defined in the same way as in (2.2) for (X}, Y/) replacing X} there. The next result
characterizes the log-Harnack inequality for (2.7).

Theorem 2.2. Assume (A1)-(A4) and let t > r. Then for any po,vo € Po(€™?) and
positive f € By(€™HY),

t
Pylog f(o) < log P, f(vo) + 02/ e dsWo (o, v0)* + S(t, 7, | M), 1) Wa (0, 1),
0
where
B 1 | M| | M| 2
Bt |1MIL.5 = C{(@_T) 1t e (o) 1
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and C' > 0 is a constant. Consequently, it holds

var

1
§||Pt*,u0 — Prwll2,, < Ent(Pf po| P vo)
t
(2.8) <c? / 235y (0, 1) + St 7, | M, YW (j10, )2
0

Proof. Let n=m+d, k =d,

Ho(ﬂj,y) = ( Al‘ngy )7 H:O'il(Z—f—B), 2: < OTZXd ), xGRm,yERd

Let puy = Py and v, = Pfyg. For simplicity, we denote (X, Ys) = (XH0,YF0). Set
¢ =07 Z(X(5), Y (s), 1s) + B(Xs, Vs 1) — Z(X(s),Y (s), vs) — B(X,, s, w5)).
By (A2)-(A3) and Remark 5.2 below, there exists a constant C' > 0 such that
G < Nlo ™M I(Bz + Kp)We (s, vs) < Ce“Wo(po, 1), s € [0,1].

Recalling the definition of R} in Theorem 2.1, we arrive at

t
log E(R")? < log esssuerfﬂtKg’VPds < / C%e* Wy (1o, 1) 2ds.
0

On the other hand, by [32, Theorem 4.4.5], we know

Py log f(€) < log P/ f(n) + (¢, M|, k)€ — nll3
So, applying Theorem 2.1, we complete the proof.

3 Exponential Ergodicity

In this section, we investigate the exponential ergodicity of (2.7) in L?-Wasserstein distance

as well as in relative entropy. To this end, we assume

(C) There exist A\; > 0,Ag, A3 > 0 with Ay + A3 < supscgy,de”*" such that for any

€= (EW, @), = (W, D) € FmH .5 € Py(E™HY),
2(AEM(0) — £M(0)) + M(EP(0) — £2(0)), ¢M(0) —£M(0)),

+2(Z(£(0),7) — Z(£(0),7) + B(&,7) — B(£,7), £2(0) — £2(0))
< =M[E0) = E(0)]% + Nall€ — €% + AsWa(, )2

Theorem 3.1. Assume (C) and (A1)-(A4) with @ = 2. Then P has a unique invariant

probability measure pu* € Po(€™?) with
max(Wy(P;v, 1*)?, Ent(P;v|p"))
< ce” " min(Wy (v, 1*)?, Ent(v|p*)), v € Po(€m),t > 2r

for some constants ¢,k > 0.



Proof. By [18, Remark 2.1], (C) implies that there exist constants c¢o, & > 0 such that
Wa (B 0, B o) < coe™ "W (pio, ), o, vo € Po(€™H),t > 0.

Then it is standard to prove that P has a unique invariant probability measure p* €

Po(€™ ) with
(3.1) Wo(Pfv, ;1) < ce Wy (v, u*)?, v € Py(€™ ), t > 0.

Combining this with (2.8) for ¢ = 2r and (3.2) below, we complete the proof by using [27,
Theorem 2.1]. ]

3.1 Transportation Cost Inequality

To obtain the exponential ergodicity in relative entropy, we also need to prove the trans-
portation cost inequality for p*. [5] give a proof of transportation cost inequality for the
solution to path dependent SDEs starting from dirac measure and the technique used there
is also available in the present case. Furthermore, under the dissipative condition (C), we
can derive a uniform constant with respect to time variable T" in the transportation cost
inequality for the solution to (2.7) on [0,7] starting from dirac measure, see (3.6) below.
Then applying [10, Lemma 2.1} and [10, Lemma 2.2], the stability of transportation cost
inequality, p* satisfies the transportation cost inequality due to (3.1).

Theorem 3.2. Assume (C). Then the transportation cost inequality holds for the invariant
probability measure pu*, i.e.

2
(3.2) Wo (v, p*)? < 2e(’\1’€)”MEnt(ym*), v € Py(¢mH)
€

with some constant € € (0, \1).

Proof. Let £ € €™ and X (t) = (X'(t), X?(t)) solve

(3.3) dX1(t) = {AX(t) + MX3(¢) }dt,

| AX2(t) = {Z(X(8), p) + B(X,, p*) et + odW (1
with X = (X1, X2) = €. Let P* (£,dn) = Zx,(dn). According to (C) and [18, Remark
2.1], pu* is the unique invariant probability measure of (3.3) and there exist constants ¢, & > 0
such that

(3.4) Wy (P (€, ), 1) < e "Wy (8¢, 1)

As in the proof of [5, Lemma 2.2], denote by IT{ as the distribution of (X;)sc(o,r. Define the
distance ) ) )
pr(V.V) = sup ||V, = Vi[loe, V.V € C([0,T); 6.

te[0,7



Let (h(t))sepo,r) be an R%-valued .Z,-predictable process and Y (t) = (Y'(¢),Y?(t)) solve

dY''(t) = {AY (¢) + MY?2(¢)}dt,
dY?2(t) = {Z(Y (t), u*) + B(Y;, u*) }dt — oh(t)dt + odW (1)

with Y = (Y, ¥2) = £. Let a(e) 1= 20197122 ¢ € (0, ;). We claim that [5, Lemma 2.2]

e 7

holds for a(e) with some constant € € (0, A1) replacing «(7"). To this end, it is sufficient to
prove [5, (14)] for a(e) with some constant € € (0, A1) instead of a(T), i.e.

2yt
(3.5) sup | X, — Yi||% < e(’\le)rM/ |h(s)]*ds, t>0.
€ Jo

s€[0,¢]
In fact, it follows from Itd’s formula and (C) that

lo|”

dIX (1) = Y (O < ZZH[h(1) dt + (= M)|X () = V(1) Pdt + Aal| Xi = Vi2dt, € € (0, 0).

So, we get
2
dle™™ X (1) — Y (1)]"] < e(hﬁ)t@m(ﬂﬁdf + MmN X, — Vi Sdt

Let 7; = sup,e(o 1795 X (s) — Y (s)|2. Tt follows from X, = Yj that

t

e o] 2 A
M §/ el 1_6)87]h(3)| ds + Age! 1*”/ nsds.
0 0

Gronwall’s inequality implies that
' A an—os llol” 2
M §/ exp{ AoeM1 I (¢ — 5)}el 1_E)ST|h(s)| ds
0

' A A roc1-0rs o1 2
:/ exp{ AgeM Il elhima—ree Js 20| h(s)|?ds.
0 €

Noting that n, > e =9E7)|| X, — Vj||2,, we arrive at

2t
1% =il < etoorlZl [Lememerionac oo pas
€ 0

Since Ay < SuPgeio ] de™%" and § — de ™" is a continuous function, there exists a constant
e € (0, 1) such that (A\; — €)e" =97 — )\, > 0. In the following, we fix this e. We derive

2 t
1X, — 1|2, < etu-or 1l / h(s)Pds, >0,
€ 0



which gives (3.5). So, [5, Lemma 2.2] holds for a(e€) replacing «(7T"). Therefore, by [5, (7)]
with ¢, = 0, the transportation cost inequality for Hg holds, i.e.

2
(3.6) Wy, (V1 1IF)? < 2e<*1*€>TMEnt(yTyH§T)
o €
for any probability measure v* on C([0, T]; €™ %) with v7 (sup,¢(o 7 [loe]|2,) < oo
Define the projection mapping 7 : C([0,T];€™) — €™ as 7mp(v) = vp,v €
C([0,T]);€™*). Then by (3.6) and [10, Lemma 2.1] for ® = 7y, we obtain

2
Walw, P (¢, ) < 260 I paeuipr (6 ), v e )
€

Finally, in view of (3.4) and [10, Lemma 2.2], we complete the proof. O

4 Propagation of Chaos

In this section, we consider path-distribution dependent SHS on R™*¢;

_ b(t>Xt7$Xt) 0m><d
(4.1) dX(t) = ( B(t. X, x.) dt + o(t, Xy, Lx,) dW(t),
where W = (W (t))i>0 is a d-dimensional standard Brownian motion with respect to a

complete filtration probability space (Q, %, {.Z; }i>0,P), b : [0,00) x G x P (€ ™) — R™,
B :[0,00) x €4 x P(€™) — RY and o : [0,00) x €74 x P(€™mTY) — RY @ R? are
measurable. Throughout this section, we fix T > 0 and consider the solution for (4.1) on
time interval [0, 7.

Let X, be an .%y-measurable €™ *%valued random variable, N > 1 be an integer and
(X4, Wi(t))1<i<n bei.id. copies of (X, W(t)). Consider the following non-interacting particle
system:

A bt, X, i) ) ( O ) . |
42 dXZ t — ’ t,; tZ‘ dt + 4 i dWZ t 5 1 S 1 S N,
( ) ( ) ( B(t7Xt7:ut) O-(t7Xt7:ut) ( )

where p! := "%XZ’ and the mean field interacting particle system

; b(t, XN, pN Orxd i i i
(4.3)  dX"N(t) = ( B((t N ‘:{N)> >dt+ ( ot XZ’?V M) ) awi(t), XgV =X,
) t Mt ’ )

AN .. e LN NN .
where fi¥ is the empirical distribution of X,"",--- , X, i.e.

;N
~N
My = N Z 5X5*N :
7j=1
To obtain the propagation of chaos, we make the following assumptions.
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(H) There exist constants K > 0 and 6 > 1 such that the following conditions hold for all
t€[0,T] and v € Pp(€™"9):

(H1) For any &, € €™,
[b(t,&,7) = bt,n, )| + B, &,7) — B, n, M|+ [lo(t,&7) — o(t,n, ) < K|IE =1l
(H2) For any £ € €™ and 7,5 € Pp(€™),

|b<t7£77) - b(t&/?)’ + ||0-<t7£75/) - J(t&a&)” + |B(t7€7’7) - B(t,é,:)/” < KWG(_v’?)a
1b(t,0, 80)| + | B(t, 0,80)| + |o(t,0,80)| < K.

Under (H), the well-posedness in Zy(€™*?) for (4.1) holds due to Remark 5.2 below, which
means that ! in (4.2) does not depend on ¢ and we denote p; = pi, t € [0,T]. Moreover, by
Theorem 5.3 below, (4.3) is also well-posed.

To prove the propagation of chaos, we need the following lemma, which may be a known
result. Since we have not found some references, we give a brief proof in the following.

Lemma 4.1. Let {Z;};>1 be a sequence of i.i.d. non-negative random variables with E(Z;) <
co. Then {+ Zi\; Zi}n>1 is uniformly integrable.

Proof. Since E(Z;) < oo, it follows from the strong law of large number that P-a.s.

N
) 1
i 3~ 5z

X
sup { — Zi p < 00.
tend

This together with the fact that {Z;};>1 arei.i.d., E(Z;) < oo and the dominated convergence
theorem yields that

which yields P-a.s.

N
) 1
i supE { (N ZZ) Iy z%zeM}}

= lim SHPE{le{LZN Z>M}}
N i=1 1=

M—o0 N>1
< Jm B{Z0 2oy | =0
So, we complete the proof. ]

To derive the quantitative propagation of chaos, we introduce the projection mappings

m(s)(&) = €&(s), s € [-r0],& €™

11



and define p* = pon(s) "t u € P(€™?). Then for any p € L2(€™+4),s € [-r,0], p*
is a probability measure on R™4. Let W9 be the L/-Wasserstein distance on ZZ5(R™*+),
the collection of all probability measures with finite f-th moment on R™*¢. Let I' be a
probability measure on [—r, 0] and define

0
(4.4) W(v,5) = [ Wi(",5°)T(ds), 7,7 € Po(6™).

Noting that for any 7,5 € Py(€™*4), it holds
|W2(ryt) ’7t) - Wg(fysa ’_ys)‘ S |Wg</yt7 ﬁ/t) - Wg(7t7 ’78)| + |W2<’yt7 ,78) - Wg(787 ,78)|
<WH(7',7°) + Wo(v", "), s,t € [—r,0].

So, W)(7*,4*) is continuous in s and the right hand side of (4.4) is well-defined. Moreover,
it is clear that

(4.5) Wg(“Yh%) < Wo(v1,72), 7,72 € ge(%md).

In particular, when T' = &y, WL (v,5) = W)(1°,4°). The main result in this section is as
follows.

Theorem 4.2. Assume (H) and E||X}||% < oco. Then the following assertions hold.

(1) It holds

(4.6) lim E sup |X(¢t) — X*V(1)|? = 0.
N=oo  ye0,7]

Consequently,

(4.7) lim E sup Wo(a, 1)’ = 0.

N=oo  4e0,71]

If in addition, b(t,&,v) and o(t,€,7y) do not depend on ~ and there exists a constant
Ky > 0 such that

|B(t,€,’y) - B(t7£7f?)| < K(][W@(’}/,’S/) N 1]7
(4.8) lo(t, &) < Ko, (t,€) € [0,T] x €™, 7,5 € Po(€™"),

then for any k > 1,

2

lim sup ||"?(Xt1’N,Xt2’N,~",Xf’N) - /”Ll(?k”’l}a?"

N—=004e0,7]
. ®k\ _
(4.9) < 21\}1_{110%2[%% Ent <og(Xt1,N7Xt2,N7m7th,N)|[Lt ) =0,

where pP* = Hle e, the k-independent product of pu.
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(2) Assume that one of the following conditions holds:

(i) 6> 2,
(i1) 0 € [1,2) and o(t,&,7y) does not depend on 7.
IfE|| X9, < oo for some q > 0 and there exists a probability measure T' on [—r, 0] such

that (H2) holds for W} replacing Wy, then there exists a constant C' > 0 depending
only on 0,q,m +d, T and E|| X}||%, such that

(4.10) E sup |X'(t) = X" (1)]" < ORmia(N),
t€[0,T]
where
N-%3+ N7, 0> mid g £ 29,
Rypya(N) = q N™ 2log(1+N)+N 0 ="t g £ 20,
NTwE 4+ N7 0 €1, ) g 4 i,

and consequently

(4.11) sup EWg (1", 11)" < CRyya(N).
te€[0,7
If in addition, b(t,&,) and o(t,€,v) do not depend on ~y and (4.8) holds for W}

replacing Wy, then there exists a constant C' > 0 depending on 6,q,m + d,T and
E|| X9, such that for any k > 1,

sup ||"2ﬂ 1N X2 2N kaN) - k“var
te[0,7] ot
(4.12) <2 sup Ent (i”(th,N’th,N’m7th,zv)|u;®k>

te[0,T

< CkRyya(N)1ioen 2y + CkRypa(N) ; Lip>2}.

Proof. (1) If E||X{||2, < oo for some p > 6, it is standard to derive from (H) that

(4.13) E sup [|X7]% < Co(1+E(]|X]I5))

te[0,7
for some constant Cy > 0. Let n"M(t) = sup,e X" (s) — X*(s)|. Applying the BDG
inequality and Hoélder’s inequality, we derive from (H) that

t
EnN (1) < ¢o / E(r (s)? + Wo(a, us)*)ds
(4.14) ’

+ coE </Ot(7li’N(S) + W (i1, Ms))2d5> g

13



for some constant ¢y > 0. Let iy = % Zjvzl (5Xg. Noting that

N 7
N~ 1 i i
(4.15) Wo(i, i) < (NZHX;N—XSHQ) ,
=1

we obtain

WG(ﬂ??MS) S W9<ﬂ§7ﬂ:}e\l> + W@(ﬂiv7 N/s)
1
0

(4.16) 1Ny i
< | 2 IXEY = XIS |+ WA ).
i=1

Next, we divide into two cases: § > 2 and 6 € [1,2) to estimate the second term on the right
hand side of (4.14).
If 6 > 2, by Holder’s inequality, we have

t ¢ t t
o ( / (n”N(S)JrWe(/liV,us))QdS) <er [ BN s+ B [ W s
0 0 0

for some constant ¢; > 0. This together with (4.14) and (4.16) implies that there exists a
constant ¢y > 0 such that

t t
EnN (1) < e / En Y (s)’ds + e / Wi (fiy', 1) ds.
0 0

(4.13) for p = 0 and Gronwall’s inequality give

t
(4.17) EnN(t)? < csE / W (i, ps)?ds
0

for some constant ¢z > 0.
If 6 € [1,2), it follows from (4.16), the inequality \/|ab| < M and Hoélder’s inequality
that

2

i ([ 069+ Wl ) s

N[

0

tf 13N .
(418)  <qF / V() 4 | SN = XL |+ Wi ) | ds
0 Ni:l

2]
2

t ) 1 ) t
< [ Bi ) s+ SR 1) + B ( [ vt us)2d8>
0 0
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for some constant ¢; > 0. So, this combined with (4.14) and (4.16) derives

t t
EnN (1) < 0’2/ EnN(s)?ds + CIQE/ Wo(f', p15)’ds
0

0
[
3 2
+ ,E (/ W@(ﬁév,ﬂs)QdS)
0

for some constant ¢, > 0. Therefore, using Gronwall’s inequality for (4.19), there exists a
constant ¢; > 0 such that

(4.19)

(4]
2

t t
(4200  EpN()P < dE / Wo(i, 1,)'ds + 4E ( / wamf,us)?ds)
0 0

Let €5t = C([—r, T]; R™*%) be equipped with the uniform norm and Z(%;"™) be the set
of the probability measures on €. Define

PGy =l e 2ep ey [ s (o) (dg) < o0
(K}""’d se[—r,T]
and denote Wy 7 as the L’-Wasserstein distance on Zy(€5" ). So, (Zy(€ "), Wy r) is a
Polish space.
Next, by the triangle inequality, we arrive at

2| =

sup Wy(fil', ps) < Wy r (

s€[0,7T
W <
1 1
6 0
( sup HX’||9> + <E sup IIX;HZO> :
—; s€[0,7] s€[0,T

Thanks to the generalized Glivenko-Cantelli-Varadarajan theorem, see for instance [29,
Corollary 12.2.2], it holds P-a.s.

O ([=r,T)); gxiﬂﬂﬂ))

i=1

(4.21)

IN

==
||Mz

Oxi([— r,T})a(SO) + Wo.r (d0, Lxi(r)

N
, 1
(422) ]\}l—{%o WG,T (N Z 5Xi([_T7T])7$Xi([_r7T])> =0.

i=1

Therefore, it follows from (4.13) for p = 6, (4.21), (4.22), Lemma 4.1 for Z; = sup,c(o 1 | X2]|%
and the dominated convergence theorem that

lim E sup Wo(i, i)’

N—=oo  sel0,17]
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0
(4.23) < lim E W9T< Zaxz ey Zxig rTn) = 0.

This together with (4.17) or (4.20) derives (4.6). Finally, by (4.6), (4.23) and (4.16), we get
(4.7).
When b(t,&,v) and o(t, €, y) do not depend on ~y, we can rewrite (4.2) as

: b(t, X}) Opmxd .y .
i) — . mxa v <1<
X0 (B@X;,%zﬁilaxg) )d”(a@,xz) dW'(), 1<is<W,

with . .
dWi(t) = dW'(t) - T'(t)dt, 1<i< N

and

Ti(t) = o(t, X)) [B(t, X}, — chxl — B(t, X!, 1)), 1<i<N.

It follows from (4.8) that
(4.24) T ()] < K2(Wo(— Zaxz ) A1), te[0,7],1<i<N.

Let
R, = exp {Z/O (T(s), dWi(s)) — %Z/O ’f‘i(s)‘st}, te0,7].

(4.24) and Girsanov’s theorem imply that { Ry }icjo 7] is a martingale and ((W(£))1<i<n)refo1]
is an Nd-dimensional Brownian motion under Q7 = R7P and

Lixi xz x| Qr = ZLiaw yan o oxn [Pt € (0,77,
This implies that

E[f(‘)(tLNv Xt2,N7 T >XtN’N)] = E[RTf(thu Xt27 o 7XtN>]
- E[Rtf(th7X1f27 e 7XtN)]7 f € %b(%N(m+d))7t € [OaT]

So, there exists a constant C' > 0 such that

EH’G(.,%(X;,N7X3N7“_ N,N |P|,U,®N)

< E(R,log R,) = Z / EQr|T(s)|ds
2 ! Q 1 2
<C N/O E T(WQ(N;(SXMS)M) ds
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= C?N /OtE(Wg(% i(SXi’N7NS) A 1)2ds
i=1
= C?°N /tE(Wg(ﬂ;V,us) A1)3ds, t€0,T).
0
This together with [23, Lemma 3.9] implies that for any £ > 1 and N > k,
Bt g ok ) < 20% [ BOWLRY, ) A1),

So, Pinsker’s inequality (1.1) yields

H"%ngNvaN’...’Xf’N) - M?kﬂiar < QEnt(DZYXtLN,Xf’N,..,vaN)m;@k)

t
(4.25) < 4C%%k / E(Wo(iY, 1) A 1)2ds,
0
Note that
(4.26) E(Wo (i), p1s) A1)? < B(Wo(f1s', 15)°) Lipep 2y + (EWo (it 15)°) * 1(2).-

By (4.7) and (4.25), we prove (4.9).
(2) Assume that (H2) holds for W} replacing Wy. When 6 > 2, repeating the proof to
get (4.17), we derive

t
(4.27) By () <o [ BV, n)'ds
0

for some constant ¢4 > 0. When 0 € [1,2) and o(t,&,7) does not depend on ~, (4.18) is
replaced by

t 2 t 1. .
coE ( / nl’N(S)2d8> <d, / En'N(s)’ds + §E772’N(t)9
0 0

for some constant ¢j, > 0. Then (4.27) instead of (4.20) holds. Next, by the definition of
W, we have

0
(4.28) EWS (i, 1,)" < /

-

N 0
1
E Wg (NZ(;X;'@),XX;'(U)) F(du)
i=1

Note that sup,eo 71 e (|-[|%,) < oo due to (4.13) for p = ¢. By [12, Theorem 1] forp =6, q = ¢,
see [8, Theorem 5.8] for the special case § = 2, ¢ > 4, there exists a constant Cy > 0 depending
only on 6, q, m + d such that

N 0
1
E |Wj (N Z5X;'(u),fxg(u)>
—1
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< C’0 ( sup Nt(” : Hgo)) q Rm+d(N>7 s € [OvT]vu € [_Tv 0]

t€[0,T]

Substituting this into (4.28), we derive from (4.13) for p = ¢ that there exists a constant
C > 0 depending only on 6,q,m + d, T and E||X{||%, such that

(4.29) sup EW, (i1, 11s)" < Co ( sup fu(]] - H&)) Binia(N) < CRypa(N).

S€[0,T] te[0,T)
So, (4.10) follows from (4.27) and (4.29). Moreover, it follows from (4.5) and (4.15) that

Wy (i, ps)® < 207 "Wy (A, pl)? + 207 Wiy () ps)?
< 27" Wo(l, 120 + 20 W () )’

N
1 i i _ ~
<27 SN - XY, + W, ),
i=1
which implies (4.11) due to (4.10) and (4.29).
Finally, if b(¢,&,v) and o(t,&, ) do not depend on « and (4.8) holds for W} replacing

W, then (4.25) holds for Wy, replacing Wy. Moreover, by (4.26) for W} replacing Wy and
(4.11), we derive (4.12) and the proof is completed. O

5 Appendix

In this section, we give the well-posedness of general path-distribution dependent SDEs as
well as mean field interacting particle system, and then apply it to the path-distribution
dependent SHS. Fix T' > 0. Let n,k € NT and # > 1. Consider path-distribution dependent
SDEs on R™:

(5.1) AX (1) = H(t, Xy, Lx,)dt + S(t, X, L )dW (1), t € [0, T].

where H : [0,T] x €™ x (") = R", X :[0,T] x €" x P(€") — R" @ R¥ are measurable
and W (t) is a k-dimensional Brownian motion on some complete filtration probability space
(Q, Z,(F1)i>0,P). Let Z(€™) be a subset of Z(€") and it is equipped with some topology.

Definition 5.1. The SDE (5.1) is called well-posed for distributions in Z2(4™), if for any
Fo-measurable initial value X, with Zx, € (") (respectively any initial distribution
v € P(€™)), it has a unique strong solution (respectively weak solution) such that Zx. €
C([0,T); 2(€™)), the space of continuous maps from [0, 7] to 2(%™). In particular, (5.1) is
called well-posed for distributions in ZZ(%€™"), if the above holds for (Z(€"), Wy) replacing
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Theorem 5.1. Assume that there exists some constant K > 0 such that

’H(S7£771) - H(57777’Y2>’ + ’2(575771) - 2(‘977]772)’ S K(Hé - nHoo +W9(71772>>7
(52) ’H(S70750)| + |2(S70750)‘ S K7 s € [OaTLS?n € %n771772 € @9(%71)

Then (5.1) is strongly well-posed in Pe(€"™) and there exists a constant C > 0 such that
Wg(Pt*,uO, Pt*l/o) < C’eCtWQ(,uo, I/()), t e [O,T], Mo, Vo € gg(cgn),
here P} g is the distribution of the solution to (5.1) with initial distribution py € Py(€™).

Proof. Tt follows from (5.2) that for any p € C([0,T], P4(€¢™)), the classical SDE
(53) AXH(t) = H(t, XP, )t + 50, XE p)dW (1), ¢ € [0,7]

is well-posed. For any .Zp-measurable random variable X, with Zx, € Py(€¢"), let X}’ X0 he
the unique solution to (5.3) starting from X,. Define the mapping ®*° : C([0, T], 24(€™)) —
C([0,T], Py(€™)) as

OF0 () = &

XM,XQ, t G [O, T]

By (5.2) and the inequality
(la] + [o] + [e)? < 37 (Jal” + [b]” + |c]*),
we arrive at

X750 (1) — X#Xo(t) | < 3971 X (0) — X (0)]°
0

t -
(5.4) P / H(s, X"50 1) — H(s, X%, )]ds
0

0

t -
4301 /[E(S,X;”Xo,us)—Z(s,Xﬁ’Xoaus)]dW(S)
0

Let & = supyep_,.q |[X"*0(s) — X"%o(s)|. By (5.2), it follows from BDG’s inequality, the
inequality +/|ab| < L’g'b' and Holder’s inequality that

0

371E sup
ve(0,t]

/ (S(s, XBX0_p1,) — S(s, X250, ) }dV (s)
0

< CyE (/ (€2 + Wy (s, 1/5)2)(18) )
0

1 t t 2
< E]ng + +O1/ E&lds + Cy </ Wo(1s, VS)QdS)
0 0
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for some constant C; > 0. Again by (5.2) and Holder’s inequality, there exists a constant
(5 > 0 such that

0

3°1E sup
ve[0,¢]

S

t
< GE / (€ + Wo(pe, ,)")ds.

0

/ [H (s, X% 1) — H(S,XSV’XO, vs)|ds
0

As a result, we obtain from (5.4) and Holder’s inequality that

Ee! < 2°7'E|| X0 — Xo/% +2°7E sup |X*¥o(s) — X Xo(s)|

s€[0,t]

B t t t 2
< C3E|| X0 — Xol|%, + 03/ E&fds + 03/ Wo (s, vs)?ds + Cs </ Wo (s, us)st)
0 0 0

for some constant C3 > 0. So, Gronwall’s inequality yields that there exists a constant
C4 > 0 such that

Wy (@0 (1), 50(1))? < BE' < C4E|| Xy — Xoll%. + Cs / Wo(us, vs)ds

(5.5) (/ Wo(sts, vs)? ) . tel0,T).

Therefore, for any 6 > 0, we have

sup e W, (X0 (1), B0 (1))" < sup e Wy, 1) Co[(60) ! + (26)73

te[0,T] t€[0,T

]

1

Take dy satisfying (C’4[((50¢9)—1 + (250)—§]> " < Land let EX0 .= {u € C([0,T]; Po(€™)) :

2
o = Lx, } equipped with the complete metric

poy (v, 1) = sup e ' Wo(vy, ), p,v € B
t€[0,T]

Then we conclude that

1
ptso(q)-)(o(/vb)vq)jxo(y)) < 5/)60(#7 V)v JRZAS EX07

and the Banach fixed point theorem yields that
() = u, t€0,7)

has a unique solution p € E*X°. This means that (5.1) has a unique strong solution on [0, 7]
with initial value Xj.

Next, applying (5.5) for u; = P} o, vy = Pfrg and Xo, X, satisfying ZLx, = o, L%, = Vo
and noting that

]
t 3 1 t 0
C, (/ Wg(us,us)2ds> < = sup Wy (P o, Pr1i)? + Cs (/ WQ(PS*MO,PS*VO)ds>
0 0

s€[0,¢]
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1 t
< 5 sup W@(P Mo, P V() + Cﬁ/ W@(Ps*,uo, PS*V0)0d8
S 0

for some constant Cg > 0, there exists a constant C7; > 0 such that

¢
sup Wy (P po, PS*I/O)9 < CHE|| Xy — XOHZO + 07/ Wo (P 110, PS*VO)edS, te|0,T].
0

s€[0,¢]

So, by Gronwall inequality and taking infimum for all X, X satisfying Lxy = o, L%, = V0,
we complete the proof. O

Remark 5.2. Under (A2)-(A3), the assertions in Theorem 5.1 hold for (2.7) replacing
(5.1) by applying Theorem 5.1 forn =m+d, k = d and

1) (2)
it = Gicor e ) 57" ),
Similarly, under (H), the assertions in Theorem 5.1 hold for (4.1) replacing (5.1).
Next, consider the mean field interacting particle system:
(5.6) AXN () = Ht, XN, o) + 20, XY, a)dwi(t), 1<i <N,

with i = + SNLo xiv and (W%)1<;<n are independent k-dimensional standard Brownian
motions. We give a result on the well-posedness of (5.6).

Theorem 5.3. Under (5.2), (5.6) is well-posed.

&
Proof. For any £ = 52 € (6N, let iy = & o8 | 0, and define
En
H{t, fbﬂN) S(t, &, 15 Onxk Ok
ﬁ(t7€> — H{t, fQ,MN) 72(15’5) _ Onxk E(taf%/ﬁv) Onx
H(t, x40 O Ok o+ B(tEn i)

Note that for £, 7 € (€)Y, it holds
L N
W (:U’]\HMN <NZ 25771>
(5.7 (N Sl - ml. ) < (0. M) ~nll
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for some constant ¢(f, N) > 0. Consider path dependent SDE on R™":

(5.8) AX(t) = H(t, X;)dt + (¢, X;)dWy (1),
Wl
W2
where Wy = [~ | is a kN-dimensional Brownian motion. By (5.2) and (5.7), we have
WN
[H(t,€) = H(t,m)| + [5(1,€) = St )l < CllE = nlloe, & n € (€)Y,
So, it is standard that (5.8) is well-posed and so is (5.6). O
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