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ABSTRACT. In this work, we consider the 3D defocusing energy-critical nonlinear Schrédinger
equation

i0pu + Au = |u|*u, (t,2) € R x R

Applying the incoming and outgoing decomposition presented in the recent work [2], we
prove that any radial function f with x<i1f € H' and x>1f € H® with % < s < 1,
there exists an outgoing component fy (or incoming component f_) of f, such that when
the initial data is fy, then the corresponding solution is globally well-posed and scatters
forward in time; when the initial data is f_, then the corresponding solution is globally
well-posed and scatters backward in time.

1. INTRODUCTION

In this paper, we consider the Cauchy problem for the nonlinear Schrodinger equation
(NLS) in 3 spatial dimensions (3D)

10+ Au = plul*u,
u(0, %) = uo(x),

(1.1)

with g = +1. Here u = u(t,z) : R x R® — C is a complex-valued function. The case pu = 1
is referred to the defocusing case, and the case u = —1 is referred to the focusing case.

The solution satisfies the conservation of mass and energy, defined respectively by
M(u(t)) ::/ u(t, 2)[2dz = M (ug), (12)
R3

and

E(u(t)) = %/RS \Vu(t, z)|*dz + %/RS lu(t, )|%dx = E(ug). (1.3)

The general form of the equation (1.1) is the following

i0u + Au = plulPu, (t,z) € R, (1.4)
u(0, ) = up(x). '

The class of solutions to equation (1.4) is invariant under scaling

u(t,x) = uy(t,x) = )\%u()\2t, Ax), A >0,
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which maps the initial data

u(0) = ux(0) := Apug(\z).
Denote

Se=7— —,

2 p

then the scaling leaves H* norm invariant, that is,
[ (0)[| grse = Nlux(O)|[ grsc -

The well-posedness and scattering theory for the equation (1.4) has been widely studied.
For the local well-posedness, Cazenave and Weissler [11] used the standard fixed point argu-
ment, and proved the equation (1.4) is locally well-posed in H*(R¢) when s > s.. Note that
in the case of s = s, (critical regime), the time of existence depends on the profile of initial
data rather than simply its norm. The fixed point argument can also be applied directly to
prove the global well-posedness and scattering for the equation (1.4) with small initial data
in H*(R%) when s > s,.

Next, let us briefly review the large data global well-posedness and scattering theory
for energy-critical NLS (1.4). Bourgain [0] firstly obtained such result for the 3D and 4D
defocusing energy critical NLS with radial data in H'(R?) by introducing the induction on

energy method and spatial localized Morawetz estimate. Moreover, Grillakis [22] provided
a different proof for the global well-posedness part of the result by Bourgain [6]. Tao [35]
later generalized the results in [0, 22] to general dimensions with radially symmetric data.

For non-radial problem, a major breakthrough was made by Colliander, Keel, Staffilani,
Takaoka, and Tao in [12], where they obtained the related result for the 3D energy-critical
defocusing NLS for general large data in H'. Then, the result was generalized by Ryckman
and Visan [31] in dimension d = 4 and Visan [11] for higher dimensions. In the focusing case,
Kenig and Merle [21] introduced the concentration compactness method, and obtained the
global well-posedness and scattering in H'(R?) (d = 3,4,5) for the energy-critical NLS with
radial initial data below the energy of ground state. Killip and Visan [20] later obtained the

related result for dimensions d > 5 without the radial assumption. Then, Dodson [14] solved
the 4D non-radial problem. Here, we only mention the papers for energy critical equations
(1.4), and some other results for (1.4) can be found in [I, 3, 518,25 29,32 33] and the

references therein.

Although the equation (1.4) is ill-posed in super-critical spaces, there are still some
methods to study the well-posedness for a class of such data. The ill-posedness in some
cases can be circumvented by an appropriate probabilistic method. Bourgain [, 5] obtained
the first almost sure local and global well-posedness results, which are based on the invariance
of Gibbs measure associated to NLS on torus in one and two space dimensions. The random
data approach has been further developed for the nonlinear dispersive equations, see for
example [7-0,13,19,27] and the references therein.

1.1. Main result. This paper aims to consider the global-wellposedness and scattering of
the energy-critical NLS with rough and determined initial data. This is a continuing work
of [2, 3], where the authors constructed the incoming and outgoing waves for the linear
Schrodinger flow, and obtained global well-posedness and scattering with suitable scaling
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supercritical data in the energy subcritical case p < ﬁ and supercritical case p > ﬁ,
4

while the energy critical case when p = —= remains unsolved.
Next, we recall the the definitions of the incoming and outgoing components of functions

for d = 3,4,5 introduced in [2].

Definition 1.1 (Deformed Fourier transformation). Let 3 < d <5. Let « € R, f € R, and
let f € S(RY) with |z|°f € L} (R?). Define

loc

FF(E) = [¢° / ~rio €13 (1) d.

€
Ra
The inverse transform is defined by

Definition 1.2. Let 3 < d < 5. Let f € S(RY), |z|Pf € L} (RY) and [¢|7*Ff € L}, .(RY),
then for any x € R%\ {0},

Fla) = lol 7 [ =il pae

Remark 1.3. If f € S(R?) is radial, and 8 > —d, then it is easy to see that |z|?f € L} (R?).
Similarly, if a < d, we can prove that |{|~*Ff € L} .(R%).

We now give the radial version of the above deformed Fourier transform and its inverse
transform:

Fflp) =p /OO /’2' e 2miprsind oo gd=20pFrd=1 £ (1) dfdr, (1.5)
0 J-3
and
f(ry=r=" /000 /i e?miprsind 065d=20 )AL T £ p)dOdp. (1.6)
—3
We denote
J(r) = /0 : ?mirsind 6542040,
and

1 . d—3
2mir  (2mir)3

Next, we define the incoming and outgoing components of functions.

K(r) = XZQ(T)[ ] d=3,45.

Definition 1.4 (Incoming and outgoing components). Let 3 < d < 5. Let a < d, > —d,
and the function f € L} (RY) is radial. Define the outgoing component of f as

loc

+o0
Foualr) =777 / (F(or) — K (pr))p=+ F £ (p)dp.

the incoming component of f as

) =17 [ () + K o)) 4 F )
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Remark 1.5. Throughout the present paper, we set the parameters in Definition 1.4 as

d—1
a =0, and,BzT—Q. (1.7)

Moreover, from the process of the above definitions, we have f;, () 4+ fou(r) = f(r).

The definition of incoming and outgoing wave can be compared to the in/out decomposi-
tion in scattering theory, which is inspired by the Enss method. In simple words, the in/out
decomposition is to project some operator A on the positive or negative real axis. For exam-
ple, A takes the form of 24 = z-p+p-x in Mourre’s work [30], and A = f(z)z-p+p- f(x)z
in Sigal and Soffer’s paper [35], where p = —iV, and f(z) ~ 1/|z| for |z| = 1.

The new in/out decomposition for Schrédinger equations was introduced by Tao [37] in
terms of the spherical waves for 3D case. Then, in [2], the authors give another definition for
radial data through some kind of deformed Fourier transform, namely Definition 1.4. We refer
the readers to the introduction in [2] for more complete explanation of the incoming/outgoing
theory.

Note that the decomposition has singularity near the origin in the physical space. Then,
we make the following modification to remove the singularity. In the sequel, we will assume
that the initial data is smoother near the origin. Moreover, the low frequency part of the
initial data is smooth naturally. Then, we make the incoming and outgoing decomposition
of the remaining “real” rough part of the initial data, that is the high frequency and the
away-from-origin parts.

Definition 1.6 (Modified incoming and outgoing components). Let 3 < d < 5, and the
radial function f € S(R?). Define the modified outgoing component of f as

1 1

f+= ) <1f + §P21X§eof + (Po1X2e0.fout;
the modified incoming component of f as
1 1

fo = 5Paf + 5Pox<eo f + (Porxzeo fin:

By the definition, we remark that f = f. + f_. Moreover, if f is rough, then at least
one of f, and f_ is rough.

The main observation in [2] is that the decomposition allows us to cut the linear flow
e f into e f and e f_ such that up to a smooth part, the former moves forward in
time and the latter moves backward in time, and the speed depends on the frequency which
is faster for rougher data. This leads to some smoothing effect for the linear flow. Then,
the authors obtained positively (or negatively) global well-posedness when the initial data
is fi (or f_) for the defocusing energy-subcritical NLS, namely when p < ﬁ, with a class
of initial data in some scaling supercritical Sobolev space. This framework provides another
approach to study the well-posedness for NLS in the supercritical space. The advantage
of the setting is that the initial data is deterministic, and may be verified in numerical

application.

However, the analysis on nonlinearity in the energy-subcritical case can not be applied
directly to the energy-critical case. In this paper, we further consider and extend the incom-
ing/outgoing theory in [2] to the 3D energy-critical case.

The following is our main result.
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Theorem 1.7. Let sg € (%, 1), a =0, and B = —1. Suppose that [ is a radial function and
there exists eg > 0 such that

XSaof € Hl(R3)7 (1 - Xﬁao)f S HSO(R?’)'
Then the solution u to the equation (1.1) with the initial data
ug = fr (or wuo=f-)

is global forward (or backward) in time. Moreover, there exists u™ € H*(R3) (or u~ €
H*(R3)), such that

tl}grnooﬂu(t) — Ut i rsy — 0 (ortl}r_nooﬂu(t) — " || sy — 0).

We make several remarks regarding the above result.

Remark 1.8. (1) We are able to construct the global solutions for 3D defocusing energy-
critical NLS with a class of data in some supercritical space. In fact, if f is not in
H'(R?), at least one of f; and f_ is not in H'(R?).

(2) Previously, in the energy supercritical case [3], the related result requires some further
size restrictions on certain parts of initial data. Comparably, our result in Theorem
1.7 does not rely on any size restriction.

(3) Compared to the energy subcritical case studied in [2], the main new difficulty for our
problem is that we are lack of the spacetime estimates of the nonlinear components.

(4) The key common point between our setting and the randomized data problem [9,
19,27,33,34] is that the well-chosen data leads to some improved linear estimates.
However, our case is more limited: we do not have any weighted estimate, and the
smoothing effect is not good enough either.

(5) The improvement for linear flow is better for higher dimension. In fact, we can prove
that away from the time origin, |||V|5+%e"tAfi||Lngo < || fel| s, which has the same

scaling as H;Hdﬂ)/ . In this paper, we only consider the 3D case such that the

improvement is the weakest in the above sense.
(6) By rescaling, it suffices to prove Theorem 1.7 when g5 = 1.

Now, we discuss the new difficulties comparing to the previous results.

e Lack of spacetime estimate. The first key drawback of the energy critical case is that
the spacetime estimate for the nonlinear remainder is limited. Recall that in the energy
subcritical case [2], the nonlinear remainder possesses all the energy subcritical spacetime
estimates, which covers all the integration exponents. This can be obtained using the facts
that the equation is energy subcritical, the Morawetz estimate can give an intercritical
estimate, and the energy of the nonlinear remainder is almost conserved.

However, in the energy critical case, the Morawetz estimate still gives an energy subcrit-
ical control. Since there is not any a priori energy supercritcal estimate, we cannot expect
to obtain any energy critical global bound, and the only useful global spacetime estimate for
the nonlinear part seems L?’m. In this sense, the energy-critical problem is much harder than
the subcritical one.

e The linear improvement is weaker. We also remark that the improved estimate is not
good enough comparing to the previous randomized data problem. More precisely, various
L} L-estimates with ¢ > 1 for the linear flow play the key role when controlling the energy
increment.
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We briefly recall such improved estimates in previous studies. First, the key ingredient
in the 4D radial almost sure scattering result [19,27] is that the linear flow enables some
weighted estimate. In fact, in [20], the authors observed an radial Sobolev improvement for
the functions with unit-scale frequency support. Then combining the local smoothing, for
the Wiener type randomization f* and 0 < a < 1,

H]:L’|aVe“Af“’HL§Lgo(RxR4) < +o00, for almost every w. (1.8)

Second, for the 4D nonradial problem, the author in [31] combined the angular and unit-scale
wave packet decomposition to obtain that for the randomized data f<,

HveitAfw||L%Lgo(RXR4) < 400, for almost every w, (1.9)

which covers all the time integration in energy increment. Third, for the nonradial 3D and
4D almost sure scattering problem, the authors in [33] obtained some L?L°-estimate with
sufficient smoothing effect for modified Wiener randomization f“ and d = 3,4,

||AeitAfw\|LgL§o(Rde) < 400, for almost every w. (1.10)

However, for the incoming and outgoing wave theory in [2], we only have for the forward in
time part(similar estimate holds for backward case):

IVE™ foll 128 ([0, 400y xR3) < O©. (1.11)

This estimate works for the energy subcritical case due to more flexible nonlinear ones, but
seems very difficult to finish the argument in critical problem.

Therefore, we use the fact that the linear flow becomes smoother away from the origin,
and obtain that for any small § > 0,

||V6itAf+||Lng°([§,+oo)><R3) < 00. (1.12)

We remark that this improved estimate is still weaker than the randomized data problem,
but we have an advantage in our case that if the initial data is radial, then the solution keeps
this symmetry. Note that in [19,27], after the Wiener randomization, the data and solution
does not keep the radial property any more.

1.2. The key ingredients in the proofs. In this subsection, we describe the key ingredi-
ents of the proof for Theorem 1.7. The argument is inspired by the related scattering theory
for the randomized supercritical data problem, see [9,19,27,39], while our main innovation
is to use weaker improved linear estimates to obtain the desired conclusions, as described
above. Next, we discuss our method in more details.

e A conditional perturbation theory. We consider the perturbation equation
10w + Aw = v+ w|*(v + w),
{w(O,x) = wo(z) € H'(R?).
Given the maximal lifespan [0, 7*), under the hypothesis of
(a): v e S(I); (b):we LF([0,T7); HY),

where S([0,7*)) is some suitably defined spacetime norm at H' level, see (3.2) below, we
establish the spacetime estimate that

”wHS([O,T*)) < 400.
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Here the bound is independent of 7. This is a general theory on the scattering of the
solution to a perturbation equation, which is available in our case by splitting u into a linear
part v and a solution w of a perturbation equation.

Since the equation is energy critical, the local existence time depends on the profile of
initial data, rather than its norm. Therefore, to prove the general theory, we will adopt the
perturbation theory to approximate w by the solution of the original energy-critical NLS.
The key ingredient of perturbation theory is to construct a suitable auxiliary space S(I)
that can close the estimates for nonlinear interaction, and meanwhile it matches the smooth
effect of the linear flow benefited from the incoming/outgoing decomposition.

e Supercritical spacetime estimates of the linear flow. In this part, we check the hypoth-
esis (a) above. Noting that uy merely belongs to H®, % < 89 < 1, the S(I)-estimates for
linear solution are supercritical. Hence, we need to obtain enough smoothing effect from the
incoming and outgoing decomposition by the delicate phase-space analysis method in [2].
However, the estimates presented in [2] are not sufficient in our case. Thus, we prove some
finer spacetime estimates. In particular, these estimates imply that the solution becomes
better when the time is away from the origin, which is crucial in the proof of the a priori
estimate.

e A priori estimate. In this step, we shall check the hypothesis (b) above, that is to obtain
the a priori estimate of the solution w to the perturbation equation in H' while the initial
data is only in H*°, % < 8o < 1. We first make a decomposition of initial data, such that wy
is in H!. Then, the proof of the a priori estimate is based on the Morawetz estimates, energy
estimates and bootstrap argument. In the last step, we can obtain the ||Vo|| r2re--estimate
for the linear flow v, which is sufficient for controlling the energy increment. However, such
estimate is only available when t is away from the origin. Therefore, we consider the short
time and long time cases, separately.

As for the short time interval, the estimates for linear solution e®*“uy is not smooth

enough, but it still enables some H!-critical spacetime estimates while the initial data g
itself is below the energy regularity. Thus, applying the local theory, we expect that the
original solution u also has some H} level estimates, and then the energy increment can be
bounded suitably. Finally, we remark that the lower bound % of the regularity condition is

to ensure that the local H L_critical estimates hold.

1.3. Organization of the paper. The rest of the paper is organized as follows. In Section
2, we give some basic notations and lemmas that will be used throughout this paper. In
Section 3, we give a general theory about the existence of the solution to a perturbation
equation under suitable a priori hypothesis. In Section 4, we give the framework for proof
of Theorem 1.7. In Section 5, We obtain the uniform bounded of linear solution v in the
auxiliary space Y (I). In Section 6, we prove the a priori estimate of solution w to the
perturbation equation in H'.

2. PRELIMINARY

2.1. Notations. We write X < Y or Y 2 X to denote the estimate X < CY for some
constant C' > 0. Throughout the whole paper, the letter C' will denote different positive
constants which are not important in our analysis and may vary line by line. If C' depends
upon some additional parameters, we will indicate this with subscripts; for example, X <, Y
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denotes the X < C(a)Y assertion for some C(a) depending on a. The notation a+ denotes
a+ € for some small e. We use the following norms to denote the mixed spaces L{L", that is

1
lallzozs = ( / a2, dt)*.

When ¢ = r we abbreviate L{L? as L{ ,. We use x<, for a € R* to be the smooth function
17 |£U| S a7
X<a\T) = 11
<e(7) 0,|z] > —a.
10
Moreover, we denote x>q = 1 — X<q and Xa<.<p = X<b — X<a- We denote x, = X<2a — X<a
for short.

For each number N > 0, we define the Fourier multipliers P<y, Psn, Py as
Pen f(€) == x<n (&) f(E),

@(5) (103}
Prf(€) == xn(6)F(),

and similarly Pspy, P-y. These multipliers are usually used when N are dyadic numbers
(that is, of the form 2% for some integer k).

2.2. Basic lemmas. In this section, we state some useful lemmas which will be used in our
later sections. Firstly, we recall the well-known Strichartz estimates.

Lemma 2.1. (Strichartz’s estimates, see [10),
all admissible pairs (q;,7;),7 = 1,2, satisfying

,23,50]) Let I C R be a time interval. For

2 d d
QSQj,TjSOO, _+_:_7 and (q,r,d);é(Q,oo,Q),
4G T 2
then the following statements hold:
||eitAf||ijL;j (IxR4) 5 ||fHL2(Rd); (21)

and

t
H/ ei(t*S)AF(s)ds)
0

1 1 1 1
where = + = = = 4+ = = 1.
q2+q§ T2+T,2

<
Lgngl (IXRd) ~ ||F||L§/2L;/2([><]Rd)’

We also need the following radial Sobolev inequality.

Lemma 2.2. (Corollary A.3 in [/0] )Let a, p,q, s be the parameters which satisfy

d 1 1 1
o> ——, —§—§—+S, 1§p7q§007 0<s<d
q qa p (g
with 1 1
a+s=d(-—-).
p q

Moreover, at most one of the equalities holds:

1
p:17 p =00, q:]-7 q = o0, —=—+s.
p
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Then for any radial function u,

Hx’au”Lq(Rd) 5 H |v‘su||LP(]Rd)~

The following result is the Hardy inequality.
Lemma 2.3. Let 1 <p < d. Then,

H‘x’_luHLg(Rd) S HVUHLﬁ(Rd)-

3. A GENERAL PERTURBATION THEORY

In this section, we set up a general theory to give a sufficient condition for the existence
of the solution to the following perturbation equation

i0yw + Aw = |w + v|*(w +v),
{U}(O,x) = wp(x). (3.1)

Before giving the main results, we need some auxiliary spaces. We denote the space S(I)
with the corresponding norm as follows

HUHS(I) = HVUHLng(Ixu@) + HUHLgL}EQ(JxRiﬂ)- (3.2)

In this section, our main result is as follows.

Proposition 3.1. Let 0 € I C R and suppose that there exists a solution w € C(I; HL(R?))
of (3.1). Assume that there exists a constant Cy > 0, such that

[v][s@®+) < Co, (3.3)
and there exists a constant Ey > 0, such that
supllw(t)|| g1gsy < Eo- (3.4)
tel
Then, there ezists some C' = C(Cy, Ey) > 0 (independent of I) such that

|w||sry < C(Co, Ep).

To prove Proposition 3.1, we shall use the perturbation theory, which shows that the
solution w of equation (3.1) can stay close to the solution w of the original energy critical
equation:

100 + Aw = |w|*w,
_ _ (3.5)
w(0,x) = wo (),

where w = w(t,z) : R x R* — C is a complex-valued function. From the result in [12], we

have that if wy € HJ{ (R3), then the equation (3.5) is globally well-posed and scatters, and @
satisfies

IVwllso@ey + lwlls@s) < Cllwoll g es))- (3.6)

Let g(t,z) := w(t,x) — w(t, x), then g satisfies the following equation:
{i@tg +Ag=F(g+v,w),

9(0, ) = wo(x) — Wo(x). (3.7)
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Where we denote
F(g+v,0)=|g+v+a'(g+v+w)— |o|'w.
Now, we give the estimate of the nonlinear term F'.
Lemma 3.2. Let I C RT be some compact interval and 0 € I. Then
IVE(g + v, @)1 r2rxrsy SUgllsen + olls@o) Uglisen + lollsa + 1@l5a)
+ll@lsay(lgllsay + lvllsa)-
Proof. By the definition of N°(I) and Holder’s inequality, we have
IVl iz rursy S IVl zoerces) lu2ll s i rems)
S HU1||S(I)”U2||§(1)-

Moreover, for the term F'(g 4 v,w), we have the pointwise estimates,

IVE(g+v.@)| =|V(lg+v+al'(g+v+d) - [@]'D)]

< (IVgl + [Vol)(lgl* + [ol* + @) + [Va|(lg[* + [v]).

Hence, this lemma follows by combining the above estimates. O

Then our perturbation result regarding to g is as follows.

Lemma 3.3. Let I CRY, 0 € I and Ey > 0. Let @ € C(I; H-(R?)) be the solution of (3.5)
on I with
’&70 = Wy.
Then, there exists n1 = n1(Ey) with the following properties. Assume that
[vllscy < m, (3.8)

and
[woll gy sy < Eo, (3.9)
then there exists a solution g € C(I; HL(R3)) of (3.7) with initial data gy = 0 satisfying
190 o< 12 (1 rsy + [l9llsy < C(Eo, i)
Proof. By the assumption of (3.9), and (3.6), we have
@]l < C(Ey). (3.10)

Fix some absolutely small 0 < 7y < 1, then we can split [ = Ulelj, I; = [tj_1,t5], to = 0,
such that

o < sy < (3.11)

Then J = J(Ey,n2) is finite. We also take some 1; < 7y that will be decided later. The
proof of this lemma will now be accomplished in two steps.

Step 1. In this step, we are going to prove that under the assumption that for any 7 > 1,

1g(tj-D 71 msy < M2 (3.12)

then there exists some suitable constant By > 1 independent of j, n;, and 7, such that

191l 5o 11 (1; <) + 9llsz) < Bolllg(ti—2)ll sz sy + m)- (3.13)
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To prove (3.13), first recall the Duhamel formula to the equation (3.7),

¢
g(t) = i8¢ 1) — z/ A E (g + v, W)(s)ds. (3.14)
t

j—1

Using Duhamel formula (3.14), Lemma 2.1, and Sobolev inequality, we have

t
910301, m) + 9y SlgCEi-)ll sy ey + | / ING (g + v, @) (s)ds

Sloti-Dllimgs) + [|[VE(g + v, @ HL1L2
Moreover, by the Lemma 3.2, (3.8), and (3.11), we have
IV F(g+ 0, D) 111 1, sy SUNGlscay +m)Ulgliser,) + i+ n2) + n2(llglser,) + i)
(12 + llgllsc,))lgllscy) + moz.

(3.15)

I;xR3)’

S
S

Further by (3.15) implies that

gl e 31 sy + l9llscay Slgti—) sy + (0 + lallsa)lgllsay +m- (3.16)

Noting the assumptions of smallness conditions (3.12), by (3.16) and the bootstrap method,
we can obtain

191l oo 2 1, <2y + N9lls) S Ng (=l sy + m- (3.17)
Hence, we can choose suitable constant By > 1, such that (3.13) holds.

Step 2. Next, we shall to get the desired results through induction. To start with, we
take the parameter 7; such that

JBin < na. (3.18)
Therefore, 1, depends only on Ejy and the absolute small constant n,.

First, we consider the subinterval I, = [0, ¢;]. In this case, gy = wy — wy = 0. Thus, we
have

HQOHHI(RS) = 0.
By the first step, we get the existence of g on I, and

||9”L§°H;(11x11§3) + l9llscn) < Bom. (3.19)
Secondly, we consider the subinterval Iy = [t1,t2]. In this case, by (3.19) and (3.18),
19l g1 sy < Bom < ng.
The above estimate satisfies the assumption (3.12). Thus, by Step 1, we have
191l oo 12 152y + 19l s(22) < Bo(Bom +mi) < 2Bgn. (3.20)

Now we start the induction procedure from ;. We aim to prove that for any j =
1,2,...,J,

9l e 1731, xrey + N9l scz,) < GBgm. (3.21)

For j = 2 case, we have that the above estimate holds. Next, for j = k case, we suppose the
above estimate (3.21) holds, that is

gl 5o 1, sy + N9l sy < B Bgm. (3.22)

12
L L2NL3L,Y (I;xR3)
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Hence, it suffices to prove the j = k + 1 case. Using (3.22) and (3.18), we obtain
gt ey < kBiny < JBin < 1. (3.23)
By Step 1, we obtain the existence of g on I, and
190 Lee 111 xey + N9ls00100) < Bo(kBym +m) < (k + 1) By, (3.24)
Hence, by induction, we have (3.21) holds for any j =1,2,...,J.
Then, we have the existence of g on the whole interval I, and for any 7,
||9||L§°H;(Ijxﬁe3) + ||9||S(Ij) < jBym < .
Summing this over all subintervals /;, we complete the proof of this lemma. O
Finally, we are in a position to prove Proposition 3.1. Although the perturbation theory
is a local result, we can apply it by iteration to proving that the global spacetime norms of
w is uniformly bounded.
Proof of Proposition 3.1. For any fixed ty, € I, we consider the following equation
10w + Aw = |w|*w,
w(tg, x) = w(ty, ).

(3.25)

By (3.6), we have that there exists a global solution w(t,2) = w*)(¢,z) of the equation
(3.25) with

[ lse+y < Clw(to)ll ). (3.26)

Now, let 71 = m1(Ep) be defined as in Lemma 3.3. By the assumption (3.3), we can split
I =UL 0, I, =[n_1,7], 70 = 0, such that

1
5 = vllsy < m-

Then L(Cp,m1) is finite. We consider subinterval I; firstly. By (3.4), we can take ty = 79 = 0
for the equation (3.25), and clearly have

10(O) |71 sy = 1w (O] g1 sy < Eo-

Then, using Lemma 3.3 on 71, we obtain the existence of w € C(E; HII(RS))

Next, we use the a priori energy estimate assumption for w, namely (3.4) to extending
the perturbation argument. Now, for /5, we can take ty = 7 for the equation (3.25). Using

sup [lw ()| 13y < Eo-
tG[O,Tl]

Particularly,
[0l gy sy = llw ()l gy sy < Eo-

Then, we can apply Lemma 3.3 on I, after translation in ¢ from the starting point 7y, and
obtained the well-posedness on .
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Indgvctiyely, under the assumptions of Proposition 3.1, we can obtain the existence of
w e C’(Il; H;(]Rg’)) for 1 =1,2,..., L. Moreover, from Lemma 3.3 and (3.6), we have

|wl|sy < C(Co, Ep). (3.27)
Hence, we finish the proof of the proposition. O

4. FRAMEWORK OF THE PROOF
4.1. Linear and nonlinear decomposition. Now, we turn to the proof of Theorem 1.7.

We only consider the energy critical NLS (1.1) with the initial data uy = f, since it can be
treated in the same way when the initial data ug = f_. We first recall Definition 1.6 that

1 1
v = 5 <1f + §P21X§1f + (P>1x>1f)out-
Fixing dp > 0, we take N = N(dy) > 0, such that

HSO(Rs) S (50. (41)

Denote vy := (P>nX>1f)out; and wg := %Pglf + %P21X§1f + (Pi<.<nX>1f)out- Then we split
the solution u of (1.1) as u = v + w, where

| P>nxs1f]

v = ey,

and w satisfies the equation

(4.2)

10w + Aw = |w + v[*(w + v),
w(0, z) = wy(x).

Now we need the following two hypotheses: assume that there exist constants Cy, £y > 0,
(H1)

[vlls@+) < Co,
(H2) For any 0 € I ¢ R*, if w € C(I; H:(R?)), then

supl|w(t)|| g1 gsy < Eo-
tel

Then, under the above two hypotheses, the general theory in the third section is available
for our case, we can obtain that the solution w to the above perturbation equation is global
in H'. Hence, it suffices to verify the above two hypotheses (H1) and (H2).

4.2. Proof of Theorem 1.7 under the hypotheses (H1) and (H2). We are now in a
position to give the proof of Theorem 1.7.

Proof. First of all, by Proposition 3.1, under the hypotheses (H1) and (H2), we obtain the
global existence of w in the forward time and

|w||s@+) < C(Co, Eo). (4.3)

Next, we prove the scattering statement in Theorem 1.7. Set

+oo
+ _ —isA 4 ds.
W= fy i / &1 (] ) (5)ds
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Then we have

“+oo
u(t) — e"tut = z/ e A (|u)*u) (s)ds.
¢
Now, we claim that u* — f, € H' and
u(t) — e®u’ || gigsy — 0, as t— +oo.

Indeed, it is reduced to prove that

+oo
| / I (Jul ) (s)ds|
t

First, by Strichartz’s estimate (2.2) and Hélder’s inequality, we have

+oo
| [ e utays)as
t

as t— +o0. (4.4)
HE (R3)

4
H1(RS) S IVl )l 222 400y xr3)

S IV all 12 6 (1 400y x3) 11l T8 £12 (1 00 sy (4.5)
Moreover, by (H1) and (4.3), we have

||VU||Lng([t,+oo)xR3) + ||u||L§L}E2([t,+oo) R3) ~> ||Vw||L2L6 ([t +00)xR3) T ||w||L§L;2([t,+oo)xR3) + ||U||S([t,+oo))

< C(Co, Ey). (4.6)
Combining (4.5) with (4.6), we get
too
lim H/ I () (s)ds| =0,
t——+o0 ¢ Hl(]R3
Next, similarly as above, we have
| [ e ueas] S ol e
L2(R3) L?L3 ([t,400)xR3)

S HuHi§L¥([t,+oo)><R3)||u||Lt°°L§([t»+OO)><R3)
—0, as t— 4o0.

Hence, we obtain (4.4). This proves the scattering statement and thus finishes the proof of
Theorem 1.7. 0

5. LINEAR ESTIMATES

In this section, we give the proof of the validity of hypothesis (H1). Before this, we recall
that v = e (Psyx>1f)out, and x>1f € H*(R3).

Proposition 5.1. Let sg € (%, 1). Then there exists a constant Cy > 0, such that

]| sty < Co.

First of all, we need the frequency restricted outgoing component of f as follows, for any
fixed integer k

400
Fuar(r) =7 [ (o) = K o) s (o) F o)
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correspondingly, the frequency restricted incoming component of f as follows,

fing(r) =7 /0 ” (J(=pr) + K (pr)) x2x(p) 0> F f (p)dp,

where Ff is the deformed Fourier transformation in Definition 1.1 with o =0 and § = —1.
Here we remark that foux + fink = || Por(J2] 71 f).

Moreover, by the definitions of fou/im and fou/in ks

+oo
fout/in(r) = Z fout/in,k(T)‘

k=—0c0
Correspondingly, for kg € Z, we denote
k=400 k=ko
fout/in,Zko(r) - Z fout/hz,k(r); fout/in,gko(r) - Z fout/in,k(r)-
k=ko k=—oc0

5.1. Known results from [2]. Next, we recall some useful lemmas, see Proposition 3.11,
Lemma 3.12, Proposition 4.1 and Proposition 4.3 in [2] for the proof.

Lemma 5.2. Suppose that f € L*(R3), then
| fout/inllL2®3y S| fll 2 (r3)-

The next lemma shows that if a function f has high frequency f = Pox f, then its incom-
ing/outgoing component will have almost the same frequency plus a smooth perturbation.

Lemma 5.3. Let k > 0 be an integer. Suppose that f € L*(R3), then
(sz (XZlf))out/in = (sz (X21f>>out/in,k—1§-§k+1 + Iy,
where hy satisfies the following estimate,

1l sy S 27" Pos (X1 |2y -

Moreover,

IX<1 (Por(Xz1))out/in p—1<- <kt | 2ms) S 27| Poyr (Xo1.f) || 2R3y -

The following result is the incoming/outgoing linear flow’s estimate related to the inside
region.
Lemma 5.4. Let k > 0 be an integer. Then there exists 0 > 0, such that for any triple
(v,q,7) satisfying that
5

2 5
, r>2, 0<y<1, —+4+-<—,

> 2
1= q T 2

the following estimates holds,
IV Dxssarerne™ (X1 (Por Oz outi-1<- <kl | o e sy

(9 (23
52 2—(v q r))kHPQk(XZlf)HLQ(R?’)'

The same estimate holds when e and ., are replaced by e "4

and ;,,, respectively.
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The following result is the incoming/outgoing linear flow’s estimate related to the outside
region.

Lemma 5.5. Let k > 0 be an integer. Moreover, let v, v1, Y2, s be parameters satisfying

11 3
r>2, >0 7%>0 s+->- m+ts==-—-.
r 2 2 r
Then for any t > 0,
H |V|V2 [Xza(uqueitA(Xﬁ(PQk (lef))out,kqg-gkﬂ)]‘ L7 (R3)

< (14 258) 720K Py (o f) p2mo).

The same estimate holds when e and . are replaced by e "4

and ;,, respectively.
5.2. Further estimates. Now, we can obtain the following space-time estimates based on
the above lemma.

Corollary 5.6. Let (v,q,r) be a triple satisfying

1 2
vy>0, g=>1, r>2, —-<1-—-—,
q r

then for any 6 > 0, the following estimates hold,

IV Ixss 120 (Xa 1 (Por (21 ) Jout p—1<<i1)] HLgL;(Wst)
< 200 R By (o1 )| e, (5.1)
and
H |V|W[X25(1+2kt)€im(x2i(PZ’“ (X=1))out k—1<-<k+1)] HL?LgO([5,+oo)><R3)
5 208 Py (xo1 ) 2(e)- (5.2)
itA

The same estimate holds when e and ., are replaced by e ™ and ,,, respectively.

Proof. (5.1) was proved by Corollary 4.4 in [2]. In addition, we also need the result (5.2).

From Lemma 5.5, we have
H ‘VIW[X26(1+2kt)eitA<X2i(P2k (X>1f))out k1< <k+1)] HL?L;O([&,Jroo)xW)

1 _
S 202 R (1 4 25) 7Y 2215 ooy | Por (X1 ) L 22 -

Furthermore, we have
_ 1o
11+ 2°6) "M L2 5400y S 2275

Combining the above two estimates, we prove the corollary. 0

Remark 5.7. Although the implicit constant depends on ¢, we can also treat the parameter
as a constant. Thus, in the following, we will omit the dependence on ¢ for short.

Next, we gather some space-time norms that will be used below. Define the Y (I) space
by its norm

_5_ T
Y(I) -— L2L8(IxR3) L3L12(IxR3)
[olly () :=N"*"e7[|Vol| 2 + N2 |
1 _
+ N%7s ||U||L§°LQ(IXR3) + N ||U||L§Lgo(1><R3).

Then, by the above lemmas and corollary, we have
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Lemma 5.8. Let N > 1, 5 < 89 < 1, then the following estimates hold,
[olly@e) S [[PonXxz1fllmeo®s)-
Moreover, for any 6 > 0,
IV0ll2a somyxmsy S N7 [ Ponxorf v o).
Proof. The estimates above v on Rt was proved by Proposition 4.5 in [2], we only sketch

the proof for completeness, and prove the spacetime estimate of v on [§, +00). Let N = 2o

for some kg € N. By Lemma 5.3, we write

v :eitA(PzNXZIf)out

= " (P (x21f)out
k*ko
= Z elm PQk(X>1f))outk 1<<k+1) + Z "2 hy,
k=ko k=ko
+y " (X1 (Por (X1 f)out j-1<-<k+1)
k=kg

= Z €itA(Xgi(P2k (X>1f))out k—1<<k+1) + Z "B Dy,

k=ko k=ko

+ 3 Xess2t0€" (Xa 1 (Por (X1 F))out k-1<-<k+1)

k—kzo

1
4

+ Z X>6(1+2kt)€ (X> (Por (X>1f))out k—1<-<k+1)-
k=ko

Then by Lemma 2.1 and Lemma 5.3, we obtain

> eV (X< (Por(Xz1f))out k-1<-<k+1) HLng(R+XR3)

k=ko
S Z ||Xg%(P2k (X21f>)out,k—1g-§k+1||H2(R3)
k=ko
S Z 27| Por (X1 f) || 22re)
k=ko

SN Ponxo1 f]

H50(R3)-

In the same way as above, we can also obtain

o0
> AV il 216 e+ xrsy S N 7270 Ponxzif]
k=ko

Hs0 R3 .

(5.3)

(5.4)
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Next, by Lemma 5.4, for any sy > 0, we have

Z || V] [X§5(1+2kt)€itA(X

k=ko

< Z 27(27(1*%*%)%“13% (lef)”LQ(RS)
k=ko
§N_S°_% | P> N X1 || oo m3).- "

Finally, from Corollary 5.6, noting that % < 89 < 1, we obtain that

5(P2k(X>1f))out k—1<-<k+1 } ||L2L6 (R+xR3)

Z |||V| X>5(1+2k¢)€ (X> (Por(X>1.f))out k—1<- <1 ”|L2L6 (R+xR3)
k=ko

< 3 2 O Py (o f) e,
k=ko

SNG4 Poy xs1 £ o )- (5.6)
Then collecting the estimates (5.3)-(5.6), we get

_ 5
HVUHL?LQ(R*XW) S N7V Poyx o1 f oo m3)-

Similarly as above, by Lemma 2.1, Lemma 5.3, Lemma 5.4, Corollary 5.6, and Sobolev
inequality, we can obtain

”UHL§L12(R+xR3) SNT SO+24+HP>NX>1f‘ H50(R3);

Cso4d
||U||L;>0L2(R+><R3) SN 80+3+||P2NX21f”H30(R3)7

and

[0l 22 Lo et xrz) S N 70T Pon X1l moo rs)-

Next, we will estimate the term ||V || 12100 ((5.400)xR3), the proof is similar as above. By
Lemma 2.1, Lemma 5.3 and Lemma 5.4, we have

D 1™V (e (Por (X1 f)outk-1<-<h11) 2 oe 5,400y c25)

k=ko
+ Z H |V| [ng(l_i_gkt)@itA(X i(P2k (X>1f))out k—1<-<k+1 ] HLZLOO([(S +00) xR3)
k=ko
+ Z H‘fM|V\hk||L§Lgo([5,+oo)xR3)
k=ko

SN Ponxz1 f|
Furthermore, by Corollary 5.6, we obtain

H50(R3)-

Z H|V’ X>6(1+2k)€ (X> (Por(X>1f))outk—1<-<kt1 } HLQLOO([(; +00)xR3)
k=ko

SN 3| Py o1 f]

H#0(R3)-
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Hence, by the above two estimates, we obtain
Csgal
||VU||L§Lg°([5,+oo)xR3) f<v N SO+2+||P2NX21f||HSO(]R3)-

Thus, we get the desired estimates and complete the proof of the lemma. 0

Hence, by Lemma 5.8, we can obtain Proposition 5.1 by choosing a suitable constant
Cy > 0.

6. A PRIORI ESTIMATE

In this section, we give the proof of the validity of a priori assumptions (H2). To this
end, we define the working space Xy (I) for I C RT by its norm

1Al xy @) = Ng(sofl)HhHLgoH;ast) + N%(Sofl)HhHLf,x(szB)-
Then we have
17l oo fr(rxmsy < N 1| x ),
1l ey < N3O ). (6.1)

The following is the main result in this section. Before this, we recall that w solves the
following equation

10w + Aw = |w + v|*(w + v),
'UJ(O,I') = wO(‘/E)v
where wg := %Pglf + %P21X§1f + (Pr<.<nXz1f)out-

Proposition 6.1. Let sy € (2,1). Let w € O(I; HL(R?)) be the solution of the perturbation
equation (3.1) with w(0) = wqy. Then there exists a constant Ey = Eo(N) > 0, such that

supl|w(t)]] g1 sy < Eo-
tel
To prove Proposition 6.1, we need some spacetime norms of w are uniformly bounded.
First of all, we have the initial data wg is in H!. Indeed, by Bernstein’s inequality, we have

[P<if + Poix<ifllgsy S Ix<uf sy + X0 100 re)-

Moreover, by Lemmas 5.2 and 5.3, we have

x>

0

1(Prcanxz1Noutllimsy S D (1P (X1 S ))outk—1<-<kr) || sy + 1]l i gs))

k=0
ko

<D (@R OrHlles) + 271 Por (X212 @)
k=0

S Nl o) + xSl e

< Nl—SO

Hence, combining the above two estimates, we have

lwoll 71 sy S NTT. (6.2)
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Next, we have that the L°L2(I x R3) norm of w is uniformly bounded. In fact, by the
conservation of mass (1.2) and Lemma 5.2 ;| we obtain
|| Leor2(rxrsy S ulloserzaxrsy + |Vl o2 (1xr3)
S fellzewsy + || f Il o 3
S 1 mso ws)- (6.3)

Now, we start with the Morawetz estimates.

6.1. Morawetz estimates. In this subsection, we consider the Morawetz-type estimate by
Lin-Strauss [25].

Lemma 6.2. Let 3 < so < 1. Let w € C(I; HL(R?)) be the solution of the perturbation
equation (3.1) with w(0) = wy. Suppose that |w||xya) > 1, then

‘w(t7x)‘6 —s
/14 T R N0 ([lwllxy ) + dollwlly )-

Proof. Let

M(t)=Im | — - Vw(t,z)w(t,x)dx.

R3 ’95‘

By integration-by-parts, we have

M'(t) = Im - (Vw,w + Vwwy)dx
R3 |95|
2
=(—DIm | (—www+ — - Vow)dx +Im [ — - Vwwde
R |7| |x| Rs |7]

1
= 2Im (i -Vw + —w)wdx.
re | 7] ]

By the equation (4.2)
Wy = —iAW + i|u|*T
= —iAW + i|w|*w + i|ul*T — i|w|*w

From the above two equalities, we have

M'(t) =2Im (m Vw+‘1| w)(—iAw)dx
R3

1
+ 2Im (‘ | -Vw + |—|w)(']w]4w)d:v
R3

1
+ 2Im ( Vw4 —w)(i|u|*T — i|w|*®)dx
re || ]
: :Il—FIQ—{—[g. (64)

For I, by integration-by-parts, we have

= L 2 _|v 2 )
L = /]R3 |I|<‘Vw| ||Jj| V’w} )dx+2ﬂ'|w(t70)| > ().
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For I, by integration-by-parts again, we have

2 t,z)[6
ot [ ettt
3 R3 |CC'|

For I3, by Holder’s inequality and Lemma 2.3, we have

|13|5)1m/ (| | Vw+| | )il — il )
]R3
S Vw2 @ || [u*e — [w]*w)| .
~ L5 (R?) L2(R?)

Hence, by the above three estimates and integrating in time in (6.4), we can obtain

w(t, z)|° < 4 4
o dadt S supM () + (| Vw || oo r2 rxrs | [u]*u — [w] w||L1L2(IxR3). (6.5)
R3 z tel Lz

For the first term, by (6.1), (6.3) and Holder’s inequality

Stlé?M( ) S ”w”L"OL2 IxR3) ”wHL‘X’Hl(IXIR?’) < NPUo) lwllxy - (6.6)

Next, for the term |||u[*u — |w|* noting that u = w + v, by Hélder’s inequality

N wHLtng(leRB)’
we have
([t = fwfwl] s ey S |1+ wl*u =

(Ix w|HL1L2 (IxR3)

S H (Jw]* + ol* ’U|HL1L2 (IxR3)

< lollz

LoLlo(IXRS + ||UHL2L°°(I><R3)Hw“L (IXR3)'

For the estimates about v, by Lemma 5.8, interpolation inequality and (4.1), we have

[0l 22 Loo (rxr3y S N0,

and

2
V|| 510 5y < vl 2 <N_SO+%+5O.
L3LIO(IxR3)

||Lng°(I><]R{3)HUHE;’OLQ(IXR:”) ~
Further, by (6.1) and the above three estimates, we obtain that

[t — o < N 4 NN O

w”L%L%(IxR?’) ™

SNTEZO 36 wlly

S 50”“’“%@(1)- (6.7)
Hence, by (6.1), (6.5), ( '.6) and (6.7) we have
[ e o=+ ol )
This finishes the proof. 0

From the above lemma we have the following result.

Corollary 6.3. Under the same assumptions as in Lemma 6.2, then

3 P
lwllzs  (rxms) S N3O- SO)(HUJH?(N(I) + 0§ Hw||§(N(1))'
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Proof. By Holder’s inequality,

/ lw(t, z)|Pdzdt = // |x||w|2d$dt
R3
. lw(t, z)[°
< — 1 7 dxdt.
NH|5’7|2“}HL§I(MR3)/I/R?, || *

1 _
H‘waHL;’fZ(IXR:’) S HwHLt‘X’H%(IXR% 5 N3(1 SO)HwHXN(I)

By Lemma 2.2 and (6.1), we have

Hence, by Lemma 6.2 and the above estimates, we obtain

/I g w(t, @)[dwdt S N0 (|[wl% 1) + dollwlley )
which gives the desired estimate. 0

6.2. Energy estimate.

Lemma 6.4. Let 3 < so < 1. Let w € C(I; H(R?)) be the solution of the perturbation
equation (3.1) with w(0) = wy. Suppose that |w||xy) > 1, then

1 5
||w||L;>OH;(1xR3) S N3(1_50)(1 + 0g ||7~U||)2(N(1)>'

Proof. For simplicity, we denote I = [0,7") and for any ¢ € I, let

~ 1
Et) ==
(1) =
Noting that © = w 4+ v with v is a linear solution. Taking product with w; on the equation

(3.1) and integration-by-parts, we have

1
]Vw(t,:v)\zdx—l——/ lu(t, r)|%dx.
R3 6 Jgrs

—E({t)=Re [ |u]*utidz = Im/ lu|*uAvdz.
R3 R3

Integrating the above equality in time from %y to ¢, we get

t

E(t) = B(ty) + Im / ' uAdrdt, (6.8)
to JR3

where ty will be determined later.

For the first term E(fo) in (6.8), by Sobolev inequality, we have
E(to) S llw(to) [ gy + llu(to) |2 @)
S ||Vw||L;>°Lg([0,t0]xR3) + |’vw||%f°L§([0,to]xR3) + ||U||6L;>°Lg([o,to]xR3)- (6.9)

Now, we estimate the term ||[Vw||zeo£2(j0,49)xr3)- First of all, by Lemma 2.1 and Lemma 5.8,
we have

HveitAUOHLng(IXR?’) S ||V€itA(P§1f + P21X§1f)||Lng(1xR3) + ||veitA(P21X21f)out||L%Lg(Ix]R3)
S P f + Poax<a flla sy + 1Po1xz1f oo @)
S lIx<ufllar@sy + || xz1f ] oo 3 (6.10)
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Furthermore, by Lemma 5.8 and interpolation inequality

1 2
HU”LﬁLE(IxR?’) S HVUHEng(MRs)HUHigoLg(]XW) 5 HXZlf’ H50(RR3)-

In the same way as (6.10), we have

le" ol o asrxms) S Ix<r fllan@s) + [xz1fllaeo ).

Hence, given small constant 19 > 0, by choosing to = to(uo, Mo, || x<1.f|| rr @)+ X>1.f || rroo r3)) >
0 small enough, we can obtain

e S uoll 2y o125 115 (0.0] ) < 7o
Then using the standard fixed point argument, we can obtain
HUHLEW:}"SmLfL}cS([O,tO}><]R3) < 7o- (6.11)
By (4.1), (6.11), Lemma 2.1 and Lemma 5.8, we have
|vaHLt°°L?c([0,to]><R3) S HWOHH;(RS) + ‘|V<‘u’4u)HL%L%([O,tO]xH@)
SN0 [V ull 22 26 (0.40) ) 10 T 135 10, 10] ey 1] o 28 (0,0) %)
S N+ 05 (IVwll e sz ool xre) + [0l o oto] )
—s —so+ 1
SN0 | Vel e 2 o,to) xB9) + o N T35 6
SN0 [Vl e 22 o.t0] xE9)
Thus, we obtain
IV wl| £ee 12 ((0,00)xR2) S N0 (6.12)
Hence, by (6.9), (6.12) and Lemma 5.8, we obtain
E(to) 5]\]2(1*80) + N6(=s0) 4 N 650 +2+56
SNeUo), (6.13)

Next, we consider the second term in (6.8), by integration-by-parts, we have

t t
Im/ yu\4uAvdxdt'§// (| V| [Voldedt
tog JR3 to JR3

T T
5/ / |u|4|Vw||Vv|dxdt’+/ / Vo 2dzdr
to JR3 to JR3

We consider the term [; firstly. By (4.1), Lemma 5.8 and interpolation inequality, we have
et )
HVUHLngo([tO,T]xRS) S NT0TTE, (6.15)
and

1 3 _ 1
HUHLf,z([tO,T]xRi‘) N ||U||23Lgo(1xR3)||U||z§oLg(1xR3) SN 0Fatg,. (6.16)
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Further, by using (6.1), (6.15) and (6.16), we obtain
LS ||VU||L§Lgo([tO,T]xR3)||Vw||Lg><>Lg(1xR3)||U||igz(1xR3)

SVl 2 pee (o, m1xr3) IV | Lo L2 (1xR3) (HwHis (Ixr3) T HUHis (Ing))

< N—so+§+50 . N3(1—so)”wHXN( (N2 (1—s0 HwH4 n+N- 4so+1+54)

S NTEEE G N ]y - NE [

S NTEE gl

< N6(1_50)50||w||§(N(I)- (6.17)
Next, we consider the term I. By (1.2), (4.1), (6.15) and Lemma 5.8, we obtain

I <HVUHL2Loo(to, XR3)HUHL°°L2(IxR3 HUHLOOLEi(IxRS)

NG (Nl g+ NS

§N_1180+10+5(2) ||w||§(N(I)

SN0 flwl% - (6.18)
Hence, combining (6.8), (6.13), (6.14), (6.17) with (6.18), we can obtain

Stlel?E(t) < NS0 (1 Sol|lwllXey oy + Sollwly ()

< N6(1*30)(1 + 50||w”§(1v(1))'

Further, from the definition of E(t), we have

N

||w||L;>°H;(IxR3) S (SUPE(t))
tel
- 1 5
S NP0 (14 6 1wl %)
This completes the proof of this lemma. U
Now, we aim to prove Proposition 6.1, which shows the assumption (H2) is valid.

Proof of Proposition 6.1. First, we show that for any I such that 0 € I C Rt
Jwllxy@ ST (6.19)

Indeed, if ||w||x, ) < 1, then (6.19) already holds. Therefore, we can assume ||w||x, ) > 1.
Using Corollary 6.3, Lemma 6.4, and Young’s inequality, we obtaln

lwl xy = N_3(1_80)||w||LgoH;(1xR3) + N_%(l_SO)HwHng(IXR?’)
< O+ 8wl + 0l + 05 ol o)
< 0+ 08 wllky gy + 3helxnn + 6 ol
< 0+ Caf ol + 3 lollxncn:
Then, we get

1 5
lollxw S 1+ l1wl%, -
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By the usual bootstrap argument, we obtain (6.19). Hence, we finish the proof of Proposition
6.1. O
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