AN EMBEDDED EXPONENTIAL-TYPE LOW-REGULARITY INTEGRATOR FOR
MKDV EQUATION

CUI NING, YIFEI WU, AND XIAOFEI ZHAO

ABSTRACT. In this paper, we propose an embedded low-regularity integrator (ELRI) under a new framework
for solving the modified KdV (mKdV) equation under rough data. Different from the previous work [61],
the present ELRI scheme is constructed based on an approximation of a scaled Schrédinger operator and a
new strategy of iterative regularizing through the inverse Miura transform. Moreover, the ELRI scheme is
explicitly defined in the physical space, and it is efficient under the Fourier pseudo-spectral discretization.
By rigorous error analysis, we show that ELRI achieves first order accuracy by requiring the boundedness
of one additional spatial derivative of the solution. Numerical results are presented to show the accuracy
and efficiency of ELRI.
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1. INTRODUCTION

The following type of Korteweg-de Vries equation is of fundamental importance in mathematical studies:
ou + 02u = pdy(F(u)), t>0, z€T, (1.1)

where T = (0, 27) with periodic boundary condition, © = u(t,z) : Rt x T — R is the unknown, u € R is
a given parameter, and F'(u) is a given polynomial of degree k. Typically, one would consider the power
function F(u) = u* for some integer k > 0. In this case, u > 0 is referred to the defocusing and p < 0 is
referred to the focusing. When k = 2, is known as the classical KdV, and when k = 3, it is called the
modified KdV (mKdV for short) equation. The cases k > 4 are classified as the generalized KdV equations.

The Cauchy problem of on the torus has been extensively studied. In [5], Bourgain proved that
the Cauchy problem of the KdV equation is globally well-posed in H*(T) for s > 0, whereas the mKdV
equation is globally well-posed for s > 1 and locally well-posed for s > 3. Kenig, Ponce and Vega [28]
improved the local well-posedness of KdV to s > —%, and these local well-posedness results of KAV and
mKdV were then extended as the global well-posedness by Colliander, Keel, Takaoka, Staffilani and Tao
[10). Later, Kappeler and Topalov [22] 23] showed that the KdV and the defocusing mKdV equations are
globally well-posed for s > —1 and s > 0, respectively. The cases k > 3, the local and global well-posedess

were studied by Colliander, Keel, Takaoka, Staffilani and Tao [I1] and Bao, Wu [I].

Numerically, when the solution of is smooth enough, extensive studies have also been carried out
in the literature. Many different kinds of numerical methods have been proposed for solving (1.1)), e.g.,
12, B [, 12 151 191 20, 211, 25| 26, 27, 29] 34, 37, B8], [43], (49, 511, [52), 63| 54, 57, [62] [63]. We refer the readers to
[61] for a more detailed review. Some recent attentions and efforts have been made to consider the numerical
solution of some important dispersive models under rough data [30, 31 B3] B9, 40, 42} [44] [48] [59] [60] 1],
where the roughness could be introduced in reality by randomness or measurements [I4]. The goal is to raise
the order of the temporal accuracy in H”-norm for solutions from H?"®-space, and meanwhile to reduce
and «. The index 7 describes how rough the solution can be, and the index « denotes the order of spatial
derivatives of the solution that have been lost essentially in the numerical approximation.

For the classical KdV equation, i.e., with F(u) = u?, [18,[60] proposed and analyzed a class of low-
regularity integrators which can reach the first and the second order accuracy by requiring the boundedness
of two and respectively four additional spatial derivatives of the solution. To further bring down such
regularity requirements, in our recent work [61], a new class of embedded low-regularity integrators have been
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proposed for the classical KdV equation, which reduces the requirements for the first and the second order
accuracy to only one and respectively three additional bounded derivatives. These low-regularity numerical
methods from [I8] [60, 1] are proposed through Fourier frequency analysis, and they strongly rely on the
interaction and resonance structure from the quadratic nonlinearity in the classical KdV equation. However,
for higher order interactions, such as the cubic nonlinearity in the mKdV equation, i.e., with F(u) = u?,
the resonance structure would become much more complicated, which makes it far from straightforward to
extend the existing low-regularity integrators. Let us mention the general framework introduced in [8], [46]
for low-regularity integration on general models, but for a precise model, there could still be much room of
improvement.

In this paper, we shall focus on the numerical solution of the following defocusing mKdV equation on
the torus with periodic boundary condition under rough data:

{6tu—|— O3u=20,(u), t>0, zeT,

u(0,2) = uo(z), weT, (1.2)

o0 ¢ B¢
EJrgba—x—l—@—O.

o(t,x) = gsec h? %\/E(x —ct)

o(t, ) = ™' f(2)

where ug € H*(T) for some s > 0 is a given initial data. We aim to propose the corresponding embedded
low-regularity integrator (ELRI) for solving the mKdV equation , where we are able to maintain the
usual convergence order and minimize the cost of derivatives as we could in the approximations. We shall
work under the exponential-type integration framework [I7]. While, the difficulty is that now to deal with
the resonance structure from the cubic nonlinearity in Fourier space

€ -6 -8 -6,

the previous factorization technique for the classical KdV equation from [I8, [60} 61] fails, which stops us from
getting a low-regularity integration closed in the physical space. Note that a closed form of approximation
in the physical space is very important for the efficiency of the scheme. What we propose as the first step
in this work, is to make a ‘coarse’ approximation by losing three spatial derivatives for a stable integration
scheme in the physical space. This is done by using a Schrodinger-type approximation to the model, which
could be of independent future interests for the numerics. Then, to reduce the cost of the derivatives, we note

that the mKdV equation can be transformed into the classical KdV equation through the Miura transform
[36, 56]: U = d,u + u?, where U solves the KAV equation. By using the inverse of the Miura transform:

uz(‘?I_lU—agC_lzf—i—i/uo(:r)da:7
2w T

we shall propose an iterative regularizing framework for recovering the lost regularity from the coarse ap-
proximation. QOur way to use the Miura transform is different from the existing works in the literature.
Theoretically, the Miura transform is usually used to turn mKdV to KdV and apply the methods and results
from KdV, e.g., [16], [36]. Here, we propose for the first time to consider the inverse of the Miura transform as
an iterative process for smoothing the numerical solution. We end up with an ELRI scheme which is explicit
in the physical space, and is efficient to program in practice incorporation with the Fourier pseudo-spectral
method [50]. As we shall prove rigorously, our ELRI scheme has the first order accuracy by requiring only
one additional spatial derivative, i.e.,
lu(tn, ) = u" [l S 7,

with 7 the time step and 4™ the numerical solution, for any initial data ug € HY*! with v > % Note v > %
is a technical condition in our proof that can be further released by more delicate analytical tools. In this
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direction, let us mention the great efforts made recently in [39] [40] on the Schrédinger equation by using the
discrete Strichartz estimates or discrete Bourgain spaces. In this work, we emphasize that our attention is
focused on saving the lost derivatives in the numerical scheme. Numerical experiments will be done in the
end to justify the error estimate and to illustrate the efficiency of ELRI for solving under rough data.

The rest of the paper is organized as follows. In Section [2, we derive the ELRI scheme and present its
convergence theorem. In Section |3] we present some important formulas and lemmas as preparations for the
error analysis. Section [f] analyzes the coarse approximation for the mKdV equation. Section [5] exploits the
Miura transform and analyzes the improved scheme after the first regularizing and the second regularizing
iterations to reduce the regularity requirement. Numerical results will be given in Section [6] and some
conclusions will be drawn in Section [1

2. NUMERICAL METHOD: DERIVATION AND MAIN RESULT

In this section, we shall firstly present the connection between the mKdV and KdV equations through
the Miura transform, and then based on which we shall derive our numerical approximation. The convergence
theorem will be given in the end. We denote 7 > 0 as the time step and t¢,, = n7 as the time grids. The
Fourier transform of a function f(z) on T is denoted by

o= L s cen

2.1. Connection with KdV equation. Let u = u(t,x) be the solution of the mKdV equation (1.2}, then
by the Miura transformation [36]

U := M[u] = Opu + u?, (2.1)
the function U = U (¢, ) solves the following KdV equation:
{atU + 03U =30, (U?), t>0, z€T, 22)
U(0,2) = Opug +u2, z€T,

with ug the initial data of the mKdV equation (1.2). By inverting the Miura transform (2.1)), we find

1
u(t, ) = 0, U (t,x) — 0 " (t,x) + o / u(t,x)dx, t>0, ze€T.
T Jr

Here and after, we define the operator 9, ! for some function f(x) on T as

o JEOT©,  when€#0,
(%71)(0) = {0, when € = 0.

Note that the mKdV equation (|1.2)) preserves the mass:

/u(t, x)dx = / wo(x)dr =: 2tmg, t >0,
T T
so we further get
u(t,z) = 0, 'U(t,x) — 0y ' (t,x) +mo, t>0, z€T. (2.3)

Thanks to this connection, we are able to call the embedded low-regularity integrator from [61] for solving
the KdV equation (2.2)) to get U(t, z), and meanwhile we can make some proper approximation for u(t, ).

To the aim of saving regularity, it is more convenient to work on the twisted variables
V=V := ewiU(tw) and v=o(tz) = etaiu(t, x), t>0, zeT, (2.4)
respectively for the KdV equation (2.2]) and the mKdV equation ([1.2]). Then, (2.3)) becomes
. . 2
o(t,x) = 0, ' V(t,x) — leetai (eftaiv(t,x)) +mg, t>0, zeT, (2.5)

which is the key relation for us to design numerical scheme.



4 C. NING, Y. WU, AND X. ZHAO

2.2. Numerical approximation. For simplicity of notations, in the following we shall omit the spatial
variable x of the involved time-space dependent functions, e.g., u(t) = wu(t,z). The framework of our
approximation for v consists of three steps. We shall first present a coarse approximation for v where some
regularity is lost, and then we perform two smoothing iterations based on to get some regularity back.

Step 1. A coarse version. We begin by presenting a first coarse approximation for the solution of
the mKdV equation (1.2]), which can be regarded as a prediction step.

In the spirit of exponential integrators [I7], we apply the Duhamel formula to (1.2) in terms of the
twisted variable v:

T 3
V(tns1) = v(ty) + 2/ e(tﬁs)aﬁam [ef(tﬁs)aiv(tn + 5)} ds, n>0. (2.6)
0
It can be seen that here in Fourier space, the resonance structure of the phase function for the mKdV
equation is
&€ -6 -8 -6,
which involves the interaction of three frequencies rather than two for the KdV equation. Due to this, the

factoring technique used for the KdV equation [I8| [60] can not be applied here. Consequently in (2.6]), if
one only takes the approximation

v(t, +8) mu(ty), 0<s<m,

the rest of the integral cannot be evaluated explicitly in the physical space, and then the triple summation
left in the Fourier space would be very costly for computations. Thus, some approximation has to be further
made for the integral in , and unavoidably some more regularity will be lost. For example, one may
consider to take

3 3

/ (tnts)0 g [ (bnt)0% (¢, + s)} ds ~ / (bnt5)0; 5 { 831)(7:”)} ds, (2.7)
0 0

and then evaluate the rest exactly. While, this apparently would cost four spatial derivatives. What is worse

is that such simple approximation will also cause stability issue. Here, we make an effort to save as much

regularity as we could, and meanwhile pursue a stable approximation. We replace the Airy operator in (2.7

with a Schrodinger operator, i.e., 592 150 Then, we adopt the following approximation of 1) as our
first approximation for the mKdV equation:

T X e

T o 3
W(tpsr) ~u(ty) + 2Re / etnditisdz g [e*tnaiv(tn)] ds
0

3 . 2 3 3
=v(t,) — 2Re [iet”aﬁ'”awa;l (e_t"awu(tn)) } =: O} (v(tn)), mn>0. (2.8)

This approximation here shares the same spirit as the work in the literature [7], [0 (47, [55] to approximate
the KdV equation by the Schrédinger equation.

In fact, by denoting the numerical solution v} =~ v(t,) for n > 0, . ) defines the coarse version of our
algorithm for solving the mKdV equation (|1.2)):

ottt = @7 (v]), with v = u. (2.9)

As we shall show rigorously in Section [4| that, up to any T' > 0, for ug € H?*3 with v > —1/2, there exists
a constant C' > 0 such that

T

[v(tn) = villar <C7, 0<n < —.

-
That is to say, the first order accurate approximation (2.8]) costs three spatial derivatives of the solution of
the mKdV equation ([1.2). Although this is a coarse version and the result obtained is much weaker than
what we aim for in this paper, we claim that the technique used here has independent interests, which could
be applied to other models with complicated resonance structure in the phase.

Step 2. Iterative regularizing: first layer. Now with the coarse approximation from the previous
step, we introduce an iterative regularizing strategy based on the inverse Miura transform (2.5 to gain the
regularity back. This step can be regarded as the first layer in our embedded scheme.
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Firstly, the inverse Miura transform ([2.5)) involves the solution of the KdV equation (2.2)). To get this
part, we introduce the first order embedded low-regularity integrator from our work [6I]. Denoting the
numerical solution of the KAV equation (2.2) as U™ ~ U(t,,) for n > 0 with U° = U(0), then

U" = e %Y with V'(z)=V" <x 4 3 / Uodx> + 2i / Uz, n>0, (2.10)
T T JT

™

where V0 = PU(0),

P =0 4 Ay (b, 77) = Ag (1, 77) = 270, et (o 0220) 4 2 g / (V") d,
and
An(s,V) =e5% (efsf’i a;lv)2 - gesf’iagl (wf’ic');lx/)3
_op [etn+18§ <et"“828w1V ) ef(sftn)823;1 (e(stn)aﬁetwlag@xlv)?)} '

Here we denote the operator Pf := f — ;& [ f(0)dz, for some f(z) on T. We refer the readers to [61] for
the detailed derivation of . The optimal convergence of this algorithm for solving the KdV equation
has been rigorously established in [6I]. Here for the further use in our analysis, let us directly quote its
convergence result as the following proposition.

Proposition 2.1 ([61]). Let U™ be the numerical solution of the KdV (2.2)) obtained from (2.10) up to some
fized time T > 0. IfU(0) € H"T(T) for some y > 5, then there exist constants 7o > 0 and C' > 0 depending
only on T" and ||U|| e ((0,r);~+1), such that for any 0 <7 < 7,

T

WU(tn) —U"yy <C1, n=0,1,...,—.
T

Then, by plugging the numerical solution V" from (2.10) and the prediction algorithm ®7 defined in

(2.8) into the right-hand-side of (2.5)), we define an improved approximation for the mKdV equation ([1.2):

oy = 07tV — etz gt (e*t"aw?) +mg, n>1, ¥ =ug. (2.11)

By doing this, we are able to save one spatial derivative back compared with the coarse version obtained in
Step 1. This will be proved rigorously in Section [5} With this version, we only need two additional spatial
derivatives for the first order accuracy, while there is still a room for improvement.

Step 3. Iterative regularizing: second layer. With one more time of iteration where we now
embed v}, from the previous step (2.11f) into the right-hand-side of the inverse Miura transform (2.5), we
are able to get one more derivative back. That is to say, we now define our final approximation as:

E ; 2
o = 9V — 9 teln O (e*tnaiv?,) +mo, n>1, v°=u. (2.12)

It can be regarded as the second layer in our embedded scheme. We remark that more iterations will not
save any more spatial derivatives, because after the second layer, the regularity requirement of the KdV part
will become essential in . Thus, completes our algorithm for solving the mKdV equation ,
and its convergence result will be stated as the main theorem below which tells that only one additional
spatial derivative is needed for the first order accuracy.

2.3. Scheme and convergence result. We now summarize the scheme obtained from the above framework
and present its convergence result.

The detailed embedded exponential-type low-regularity integrator (ELRI) for solving the mKdV equation
(1.2) reads as follows. Denoting v™ = v(t,,) as the numerical solution for the twisted variable of the mKdV
equation (1.2)) for n > 0 and taking v° = ug, then for n > 1,

n —1ly/n 1,02 0—1 7t83n2 n —1lymn t,02 0—1 7t83n2
v =0, V" —em%0, (e "mvH) +mg, v =0, V" —e"%0, (e "w,) —+ my, (2.13)
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where V" is defined in (2.10]) and
. 3 a2 3 . \3
v} = U?71 —2Re [zet"'18w+’78z8;1 (e_t"*lamv? 1) ] , o n>1, Y =u.

By inverting the twisted variable, it is equivalent to have the ELRI scheme for the original variable u(t) of
the mKdV equation (1.2): denoting u™ ~ u(t,) for n > 0 with u® = ug, then for n > 1,

ut =97t — 0y (u) +mo, uly =0 U — 07 (W) + mo, (2.14)

where U" is defined in 1) and u} = e tnd vT.

The proposed scheme of ELRI or is fully explicit. In practice, it can be implemented
efficiently under the Fourier pseudo-spectral method [50L 58] via the fast Fourier transform. The spatial
shifting in can be done efficiently by the non-uniform fast Fourier transform [I3]. In total, the
computational cost per time step is O(N log N) with N > 0 the number of grids points in space.

Now we state our main result for the convergence of the proposed ELRI scheme.

Theorem 2.2. Let u™ be the numerical solution of the mKdV (1.2) obtained from the ELRI scheme (2.14)
up to some fized time T > 0. Under the assumption that ug € HYTY(T) with v > %, there exist constants
70 > 0 and C > 0 depending only on T and ||ul| oo (0,1),1+1), such that for any 0 < 1 < 79,

T
luttn, ) = u"llun <C7, m=0,1,..., —

If one is only interested in the solution u(¢,z) of the mKdV equation at the final time ¢t = T > 0, the
two stages of regularizing at the intermediate time level can be skipped. That is to compute with u} all the
way to n = T/7, and then obtain u" as . This could accelerate the practical computations, and the
convergence result in Theorem [2.2] holds at the final time grid. The rest of the paper is devoted to rigorously
proving Theorem [2.2]

Remark 1. The condition v > % is a technical condition for the simplicity of our rigorous error analysis. As
indicated by our numerical result in Section [6] it could be improved by more delicate analytical technique,
e.g., [39, 40, (411, [45]. This will be left for the future study.

Remark 2. (Second order accuracy) The ELRI method to the second order accuracy can be obtained in
the same framework as above. For instance, one can get a simple second order coarse scheme by the
approximation v(t, + s) &~ v(t,) + sOv(t,) in , and the regularity can then be recovered by applying
the iterative regularizing strategy for several times. In this work, let us focus on the first order scheme to
present and study the proposed framework.

3. PRELIMINARIES

This section is devoted to some preparations for analyzing the numerical schemes. We shall first intro-
duce some notations and then present some tool lemmas.

3.1. Notations. We employ some useful notations from [10]. Firstly, we use A < B, B2 Aor A= O(B)
to denote the statement that A < C'B for some large absolute constant C' > 0 which may vary from line to
line but independent of 7 or n. We denote A ~ B for A < B < A. Moreover, we use A < B or B> A to
denote the statement A < C~1B.

We denote (d€) to be the normalized counting measure on Z and then the inverse Fourier transform
reads

f(a) = / < fle) (d) = S e f(e), weT.

EEL
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The following usual properties of the Fourier transform hold:

[ fllz2emy = \/ﬂﬂfﬂm((dg (Plancherel);
/ f(x)g(z)dx = 2m / f& (Parseval);
5) = /f(f —&1)9(&1) (d€1)  (Convolution).

We define the operator ,
5= (1= 0a)?,

for some s € R, and the Sobolev space H*(T) has the equivalent norm

1 llecry = 19 Fllaary = Var || (14 €3) % Fie)|

L2((d€))
Moreover, we denote a+ for a + € with any small € > 0, and we denote the bracket (-) = (1 +|-|?)¥/2.
3.2. Some tool lemmas. To overcome the absence of the algebraic property of H® when s ¢ ZT, we will

frequently use the following basic Kato-Ponce inequality, which was originally proved in [24], and recent
important progress in the endpoint case was made in [6] B2].

Lemma 3.1. (Kato-Ponce inequality) The following inequalities hold:
(i) For any vy > 0,71 > %, frge HYNHM,
177z S W llgllz + 1 F e gl
In particular, if v > %, then,
177 (F)llez < Nl e llgllae
(ii) For any~ > 0,7 >3, f € H™ ge HY,
177 (Dl S N e gl
We also need the following specific Kato-Ponce inequality with negative derivatives.

Lemma 3.2. For any sg > %, s € [—s0,50], f € H®,g € H*, the following inequality holds:
I75(f Lz < CIT* fll= 1% gl L2,

where the constant C' > 0 depends on s, sg.
Proof. When s > 0, it is followed from Lemma and Sobolev’s inequality. Hence, we may assume that

s < 0. To do this, denote hy = J°f hy = J*°g, then by duality and Parseval’s identity, it is sufficient to
show that for any h; € L*(T), j = 1,2,3,

H 1Pl z2 (3.1)

'/ (51,52753)h1(€1)h2(§2 hs (&3) do
§1+E&2+E3=0

where do = (d&1)(d€2) and the multiplier
M (&1, 82, 83) = (€1)°(€2) (€)™

Moreover, we may assume that };:7'7 for j = 1,2, 3 are positive, otherwise one may replace them by |ﬁ;| Now
to prove (3.1)), we split the left-hand-side of (3.1) into the following two parts:

L= [ M(&, &, &) (&)ha(&)hs(&s)do,  In= | M(&, &, E3)hy (61)ha(E)hs(Es) do

Q1 Qo
where

Q= {(&1,82,8) &1+ &+ 8 =0,16] S 16}, Qo ={(1,62,83) 1 &1 + & + & =0,[&] > [}

For I, we note that in €,

M(£1v§2353) S <£3>7SO
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Thus by Parseval’s identity again, we get
3
I 5/ hi (@) ha(x) J=*hs (@) do < ||l ol ha ]| 7> hs | oo < T 1051122
T =1

For I, we have [£2| ~ [€3] in Q2. We claim that in this case,
M(&1,62,65) S (61)72 (3.2)
Indeed, if s > f%, then for any sg > %,
M(&1,6,8) S (&) 72 (&) 70t (e E

If s < —%, then for any s > —sg,

M(€1, &2, €3) S (62)" (€)™ 7" S (&) 3

Hence, we have (3.2). Similarly as above, we get that
3
L 5/ T4 hy(2) ha(@) ha(w) dz < T3 ha o ||Ball ol 1o < TT Whslie-
T ,
j=1
This finishes the proof of the lemma. ([

3.3. Some useful estimates with time integration. In this subsection, we introduce some estimates
with time integration that is crucial for the proof of stability. They are given as the following proposition.
The main difficulty in establishing it is that the operator eis9: O, in the following breaks the structure for
integration-by-parts, and so the usual commutator estimate fails. Here we must take some delicate effect on
the time integration into consideration, and the symmetric argument plays an important role in the proof of
the proposition.

Proposition 3.3 (Estimates with time integration). The following estimates hold.

(i) Lety > —1,70 = max{3+,v + 1}. Then, for any real-valued functions fy € H” and f3, fs € H™,
‘/ <eis<9£6wJ’Y(f1f3f4)’ J'vf1> ds

0
(ii) Let vy > %,70 = max{%—hv + 1}. Then, for any real-valued functions f1 € HY, fy € H,

/ (R0, (F212), 011 ds

0

S Tl N fsllzzo | fall o

S Tl F g 1 fall oo

(iii) Let v > % Then, for any real-valued functions f € H7,

/T (020,07 (%), 1 f ) ds

0

Sl

Proof. (i) We may assume that ]?J for j = 1, 3,4 are positive, otherwise one may replace them by |fj\ For
short, we denote

D= {(&,8,858) &1+ & +&+E& =0} and do = (d&)(dEs)(dEs).
Then, by Parseval’s identity, we get

/ <e”8’2031ﬁ (f1f3fa), J7f1> ds = 27?/ / e~ 0%iE, (627 F1(61) 1 (E2) 3 (E3) Fa(€a) dods.
0 0Jr
We divide I' into the following parts:

Uy ={(£1,62,83,84) € T2 [&1] > (&2, 1€3] = [€al, |€2] > 10|83]},

and

Lo = {(£1,62,83,84) € T2 [&1] > [&2], [€3] = [€al, |€2] < 10|E3]}-

In addition, we denote

M(s; 61, -+, £) = e 515061 (€1) 2 + 0455165 (£5). (3.3)
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By symmetries, there exists some absolute constant C' > 0 such that

]:(/OT <ei88§8m.]7(f1f3f4),J"/f1>ds)
:7r/0 /FM(Séfl,-.. ,54)]?1(fl)ﬁ(fz)f\g(fg)ﬁ(&)dgds
—C / / M(s:é1,--- &) fi(€) fi(€2) Fa(&) fal€a)dods =: CIL + CIL,
0 JIyul's

where
I :/0 g M(s;&1, - €0) (&) F1(€2) f3(&3) fa(&a)dods,

and

1'2:/0 g M(s;€1, - &) FL(E0) f1(€2) F3(€3) fa(Ea)dods.
For I;, we claim that in T'q,

/ |M (831, ,€a)| ds S 7(€1)7 (62)" (€). (3.4)
0
Indeed, according to the definition of M, we have
M(s;€1,--- &) =e 20 (i&1(61)* +i&2(&)*) + (eﬂffs - eﬂlggs)ifl(ﬁl)zv
:5M1(5;£1, e 754) + MZ(S;gla e 354)'
Thanks to the restriction on 'y, we have |§1] ~ |&2| and &1 + €| < 2|¢3]. Hence, for any v € R,

6106077 + &(62)"| < (1) (€2)" (&),

and so we have

/0 M (53 €, 2 E0)| ds S (1) (€a) (€5).
For M>, we find that

7 —i&2s —i&2s 1 —ig2r 1 —i&2r
/O(e 31 — € £ )dS:E(l—e 51)—@(1—6 52)
1 —ig2 _ig? ( 1 1 ) —ig2
=——(e" 2T —eT" )+ | 5 — — (e 27——1)7
zf%( ) zf% z&%
and so
T g2 g2 27’ |£3|
(1% —e7%2%) gs| < €2 — 2| <72
/o \€1|2| 16| &1
This gives

[ (s, €0l ds S rie e (@),
0
and so in total we get (3.4]). Therefore, we get for any v € R,

|Il|:/r/0M(3§§17"'a§4)d5J?l(fl)fl(&)f?»(f?))ﬁ(&)da

<7 / (€0)7(@) (€N 1€ F1(&) fa (&) Fal€a)do ST fulldm [ fall gl Fall g (3.5)
Iy

For I5, according to the parameter v, we can split it into several cases as well.
If —1 <~ <0, noting that || < |&1| < |€3] on T'z, we have
|M (531, -+, 6a)| S (€1)7(62)" (€s),
which implies

L] ST AN sl 1 fall s
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If0<'y<%7then
|M(s;&1,+,&a)| S (€))7 (&),

Moreover, since f;,j = 1, 3,4 are positive, we find

L) < /0 ' /F (€0 (E) Fa () Fu(€) FalEs) Fa (€a)dords < /T T f1(2) ful@) T fa(e) fale) do.

Hence, by the Holder and Sobolev inequalities, we get

Ll STl o Al oz 177 sl 2 fall e S 7T S5 1Sl g

L1-2v

Ify= %, then
|M (5361, €a)| S (€1)7(E2)0 (€3) 3.

Similarly as above, we can find
_ 3
(L ST Fill 2 |97 il poo 72 Fsll el fal oo S TUANA FsIp 1Fal 5
Therefore, we get that for any —1 <~ < %,
L) STl ol g Il g (3.6)

Ifv > %, then
‘M(S;gla"' 754)| S, <£1>’Y<§3>1+7;

and similarly as above, we can get

Lo ST full ol Full o 177 F | el fall o S TNl sl araea L fall oo
This last estimate together with and give the desired estimate (i).

(ii) The proof is similar as (i), and so we only give its sketch here for brevity. We denote

T ={(€1,60,83,64) : G+ &+ E+E& =0, |&1] > |6 > €]}

In addition, we denote
3
M(s:€0, 6a) = e " S5%ig; ()7,
j=1
Then, by symmetry, there exists some absolute constant C' > 0 such that
[ (ekour (). rnyas=c [ [ M eofeh) i) fidods
0 0 JT
We claim that in f,
/0 |M(5;§1v e 754)| ds S 7(€1)7(E2)7 (s} + T(€1) " (€2) " (€a) + T(E1) T (Ea)TH. (3.7)

Indeed, in " we can write

M5, &) = M(s361, -+, &) + O((61) (&) (&),
where M is defined in (3.3). We consider the following two cases separately:
Case 1, [§2| > 10[&4]; Case 2, [&2| < 10[&4].

Case 1: || > 10|¢]. By the same treatment as for (3.4), we have
/0 |M (5561, ,&a)| ds < 7(€1)7(€2)7 (€5 + €a) S T(€1)7 (€2)7 () + T(1) (€2)" (€a).

Case 2: |¢2] < 10[&4|. Note |&1] ~ |€4], and so
M (s:60, -+, €0)| < (€0 < ()€™
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Hence, we get
[ 160 0] ds S riea) 6,
Combining the findings in Case 1 and Case 2, we get which further shows that for any v > 2,
/OT (520,07 (£2£2), 7 fu ) ds| Sll 7 Fa 3l Al o 1 £l o + 717 A e [ e

+ 7|7 Al e Al 1774 Fall 2 S Tl sl o

(iii) Again, we denote

D= {(1,60,63,60) : &1+ E+E&+E=0, |&] > |&] > |&] > |6},

and
o 1 .2
M(S;gla T a§4) = Ze_lgjngj<€]>2’y
j=1

Then, by symmetry, there exists some absolute constant C' > 0 such that

~ ~ ~ ~

/ (0,0 (£2), 0y ds = / / N (s:60,- - &) F(€) F(€2) Fl&0) Fl&a)dods,

We claim that in f,

M(s; 61, ,54)‘ ds S 7(€1)7(2)7(€3)- (3.8)

r

With (3.8)) in hand, similarly as the above, we can get for any v > %,

/T <eisa§8$.]7(f3), J7f> ds

0

ST gl Al o[l £l oo [ 1]
S IAL, 31150 S 7S
Now it is left to prove the claim . In the case of |&| > |€5], we write

M(s;&r,- -, &4) = [e_iggs(& (&) + §2<§2>27)] + {(e_iffs — )iy <§1>2’Y}

+ [e_iggsi53<§3>2"’ + e_igisi§4<§4>27} ’

For the first two terms, as proved before in (i), we have

‘e—iﬁis(fl (&) + §2<§2>2W)‘ S (61)7(62)7(€s)

and

S 7(€1)7(62) 7 (63)-

/OT{(eigfs - efiggs)ifl <fl>27} ds
For the third term, since |&4] < |&3] < |&2] ~ |&1], we have

o= rigg(ga)® + et (€| S (1) (62) a):
Hence, we get in this case. In the case of |{3] < [€3], we have |&1| ~ [&2] ~ €3], and so
(561, 60| S ()7 (62) 7 (60):

This again shows (3.8]), and thus completes the proof of (iii). |
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4. EXPONENTIAL SCHEME: THE COARSE VERSION

With the preparations from the previous section, we now build the convergence result for the coarse

version scheme (2.8 introduced as the first step in Section Recall
3. 3 T
it = @7 (v]) = v} — 2Re {iet"a%”agazl ( “tn 81v1> ] , W =ug, n=0,..., P 1, (4.1)

up to some fixed final time 7" > 0. The convergence result of the coarse scheme (4.1)) is stated as follows.

Proposition 4.1 (Convergence of coarse scheme). Assume that ug € H"3(T) with v, > —%. There exist
constants 7o > 0 and C' > 0 depending only on T' and ||v|| o ((o,1);mm+3), such that for any 0 <1 < 79,
T
lv(tn) — v} |lgn <Cr, n=0,1,...,—.
T
This result serves as an intermediate step for proving our main theorem, and meanwhile it could be of
independent interest as we explained in Section To prove Proposition we first consider the following
local error estimate.

Lemma 4.2 (Local error estimate). Let n > —1, 8 € [0,1] and ¥ = max{1 +n+28, 8+ 1+}. Assume that
ug € HY(T), then, there exist constants 7o > 0 and C > 0 depending only on T and ]| oo (0,117, Such
that for any 0 < 7 < 79,

" T
Hv(tn-i-l) - (I)I (v(tn))”HT/ < CTlJrﬁa n= 07 17 sy ? -1

Proof. Using (2.6]) yields for 0 < n < T/,
" =v(tngr) — 7 (v(tn))

™ . 3 T s . 3
:2/ eltnt9)9%2 g, (e*(t"”)aiv(tn + s)) ds — 2Re/ et tisti g (e*t"agv(tn» ds.
0 0
Since et9: feRif f € R, and so by taking the Fourier transform, we have
o= | f e et 5, €000 + 5, E)0(0n + 5,E3)
0 JE=£1+€2+E3

— e Re(e )i (¢, £1)0(tn, £2)0(tn, &3) | dods.

Here we denote do = (d¢;)(dé2) and o = &3 — £ — €3 — &3 for short. Now we split the expression above into
two pieces:

~

¢ (€) == N(€) + L(©),

where

hio—ie [ [ eitne (705 — Re (€7 ) ) Bty + 5, 1)0(tn + 5, &2)0(tn + 5, €)1 déads,
§=61+8&2+E3

—_9, " —itnpa —is§2 R N -
_216/ /5 §1+52+€3e t Re (e ) [U(tn + 8 61)'1)@” +s, 52)v(t" + s, 53)
— Oty €0)0(tn, E2)0(Lp, ggﬂ dods.

We then estimate I; and I in a sequel. Without loss of generality, we assume [£1| > [€2] > |¢3], and then
we have

o] = [3(¢ — &)(€ — &)(€ — &)| S €.
Thus, for any n > —1,

€14€)7|e ™ — Re(e™™¢)| < (€)*7(s|a| + s[¢[)? < sP(&1) TP ()%, B e [0,1).
This implies that

A / / ()28 (680t + 5,600 (tn + 5, £2)0(tn + 5, &) |dods,
51+§2+§3
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and so we have
[l n < CTH_B”U”LOO((O T);H+n+268) ||UHLOO ((0,7);HP+3 +)|| ||Loo (0,7):;HE+) = <Cr +5||UHL00((0 T);H7)"

For Iy, by symmetry we have

186G |<‘ // (t +5,61)0(tn + 5,&)0(tn + 8,83) — U(tn, §1)V (n7§2)6(tna€3)} dods
§=811+E€2+¢€3

S e 560 = 00t €0 (80t + 5. 82)0000 + 5,60)| + 0000 2)0000: &) ) s
§1+&2+¢€3

Then, by Lemma [3.1] we have

172

HHn ~ ")||H1+n||”||Loo((o,T);H%+)

\T

<t osup ||v(tn + ) —o(t
s€[0,7]

+ 7 sup Hv(t,ﬁ-s)—

s€[0,7] U(tn)HH%Jr HUHL“’((O’T);H“”) HUHL”((O,T);H%J')

2 2
<rosup oty +5) — ”(tn)HHHn H”HLoo((o,T);m) + Tsz%pﬂ [o(tn +5) — v(tn)HH%+ HUHLOO((O,T);H’Y)‘

s€[0,7]
(4.2)
3
From (2.6), we have d,v = !9, (e_t‘(’)2 v) . This fact yields
3
vty +8) — vt / O (t, + t)dt = 2/ (tn )03 5 ( (bt (1, 4 t)) dt.
0
Hence, by Lemma we obtain
2
[o(tn + 5) = v(tn) || e < CTH”HLoo((O,T);HHn)H”HLoc((o,T);H%ﬂ‘ (4.3)
Moreover, we have the direct estimate
[v(tn +5) = v(tn) | e < 2||”HL<>°((0,T);H1+n)' (44)

Interpolating (4.3)) and . ) gives
[v(tn +5) = v(tn)|| grsa < CT°,

where C' depends on ||v]| +y: Similarly, we have ||v(t, + s) — ’U(tn)HH%+ < C7P, where C

Loo((0,T); H +n+6nH 2

depends on ||v]| . Inserting the last two estimates above into (4.2)), we find

L~ ((0,T);H
2]l n < O,

where C' depends on ||v|| e ((0,1);77)- Consequently, combining with the estimates on I; and I3, we obtain
[o(tnr1) = @F(0(ta))len < CTHH2, e [0,1).

This finishes the proof of the lemma. (|

To build the stability result, we need the following lemma.

Lemma 4.3. Let ug € H*H(T) with v > % There exist constants 19 > 0 and C' > 0 depending only on
T and ||v|| oo ((0,1);H70+1), Such that for any 0 < 7 < 79,

n n n n n T
197 (v(tn)) = @7 (0|0 < (L4 CT)[0(tn) = F [0 + Clv(tn) = 0FllE0, n =0, — =1,

Proof. According to the definition of @7, we have
@7 (v(tn)) — @7 (v])
T ) 3 T . E 3
=u(t,) + 2Re/ elnditisdig ( w(t )) ds — v} — 2Re/ olndatisdiy <e*t"8iv}’) ds
0 0

T , 3 3
=v(t,) — v} + 2Re/ etnditisdi, [(e_t"alv(t )) - (e_t"aiv?) } ds =:h" + 0",
0
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where we denote
. 3 . 3
R =wv(ty,) — o}, V"= 2Re/ tn 0 +is07 g [(etnaiv(tn)> - (e*tnaiv?) } ds.
0

Using this equality, we have

97 (0(tn)) = 7] |0 =(T7 (PF(0(tn)) — @F (0])), T (B} (v(tn)) — @F (v])))
=B 30+ 20T, JOUT) 4 (SO, JOG™), (4.5)
Note that

3 3 3 2 2
(e—tnagv(tn)> _ (e t"axv?) — (e—tnaihn) —3(e_t"63hn) e—tnajv(tn)+3e—t,,zaihn (e—tﬂaﬁv(tn)) ’

SO we can write

T s n 3 T s ) 2
g :2Re/ otnOa+isdz g [(et"agh"> ] ds —6Re/ etnda+isd g [(et"agh"> et"agv(tn)} ds
0 0
—|—6Re/ etndatisdig {e_t"aghn (e_t”atv( )) ]ds
0

Hence, we have

(JOh™ JOU™) =2Re / ' <J7°h",etnai+isaiﬁﬂa$ [ e azh" ]> ds
0
2

—6Re/ <J70hn tn 03 -HsaxJ’yoa |:(e tn ”hn) e—tnaiv(tn)]> ds
0

T . . 2

+6Re / <JWh“,etné’i+”83J%ax {etnagh" (e (k) ]> ds.

0

Then, using Proposition we obtain
(TR, U | ST(IIR" [0 + 1™ [0 llv(Ea) o + 1R 30 [0 () 1 Fro1 )
<CT([Ih™ 30 + 1A 770 ) (4.6)

where C' depends on ||v|| s (0,7 041

Now we consider the term (J7 U™, J7¥™) By (4.1)), it is equal to

_ 4Re/OT <J"/0Re [ietnaiﬂTai@;l (( —tnaw<t )>3 B (e tnaﬁv?)s)] )

etn 2 +isd2 J70 9. (e—tnt‘?i hn)3 > ds (4.7a)
. /OT <J’YURe :Z.etnagﬂfaga; ((e_t"agv(tn))g B (e_tnagv?f): 7

oinditisdZ g {(e—tnc’)i hn)2 e_t"agv(tn)} >ds (4.7b)
— 12Re /OT <J”’°Re _iet"aﬂ%“wia;l ((et"agv(tn))s - (etnagv?)?))_ )

otnds+isdZ g {et"agh” (et"agv(tn))Q} >d8- (4.7¢)

The three terms can be treated in the same way, and so we only consider (4.7a). By integration-by-parts
and Lemma [3.1] it follows that

. 3 3 . 3
|| — 4/ <J70Re |:Z-etnag+m-8§ ((e—tnagv(tn)> _ (e—tnagv?) ):| ,etnai—i-lsai Jo (e—tnag hn) >d8
0

3 3 3
r||e [(e—wﬁv(tn)) —(e—tnaiv?)] o (e-tnaih") < Cr (110" 0 + 11" 5750 ) -
L2 L2

Combining it with the analogous estimates for the terms ) and (| -7 we get
(0w, Jrown)| SCT”hn”H’Yo + 7[R 1m0 - (4.8)
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Together with (4.5)), (4.6), (4.8), Holder’s and Cauchy-Schwartz’s inequalities, we get
197 (v(tn)) — D7 (WD) IF0 <L+ CT)[A [ F0 + CTIIR 13170 -
Since /1 4+ C7 ~ 1 + C7 when 7 is small enough, this implies that
127 (v(tn)) = @7 (W) 70 < (1 +CT)l[0(tn) = v} 70 + C7llv(tn) = 07 [0
and the lemma is proved. O
With the prepared lemmas before, we can obtain the a priori estimate of the numerical solution v,
which is done by establishing a weaker convergence rate of the scheme as in [35].

Lemma 4.4 (A priori estimate). Let v} be defined in (1.1)) and ug € H3(T) with y1 > —%. Then, there

exist constants 7o > 0 and C' > 0 depending only on €, T and ||v|| o (0,15 +3), such that for any 0 <7 < 79
and any € > 0,

HU?||H71+275 <C, n= O,l,..,7?,

Proof. Denote 1 = v1 + 2 — € and we consider only n; > % by choosing € > 0 small enough. We write
U(tnr1) =07 = o(taan) — @7 (v(tn)) + 27 (u(tn)) — @7 (v]).
Then, we have
[o(tn1) = o7 lm < Jo(taer) = @F (0t lam + [9F (0(ta)) — F (7)1 -
According to Lemma, we choose 77 =1 and = § to obtain
[v(tns1) = @F (v(ta)) |z < CT'HE, (4.9)
where C' depends on ||v|| e (0,7 71 +3)-

Using Lemma and (| . yields that there exist some positive constants Cj, j = 1,2, 3 such that

lo(tns1) = o7 Hlzm < Crrt*E 4 (14 Cor)llo(tn) — o7l + Callo(tn) = vF G - (4.10)
We claim that there exists some 79 > 0 (to be determined) such that for any 7 € (0, o],
c © ; T
[0(tn) = v}l gm < C17' T2 Y (1 +2Cer), n=0,1,...,~. (4.11)
Jj=0 T

We prove it by the induction. Note that (4.11)) clearly holds for n = 0. Now we assume that it holds till
some ng : 0 < ny < % —1,i.e.,

[v(tn) — v} g < Co7 T2 Z 14 2Cy7)7, for any 0 < n < ny. (4.12)
=0

From (4.12), we have that for any 0 < n < ng,
[v(tn) = 0F [l g < Cs7%, (4.13)
where Cs = C1(202) 1e?“2T. Then by (4.10)), we find

)
e

[[0(tng+1) = V7T oy SCLT'T2 + (14 Cor + C3C271€) - Crr'H2 Y (14 2C,7)7.
=0
Choose 19 > 0 such that C5C275 < Ca, then for any 7 € (0, 7], we obtain that

no

Hv(tnO_H) - U?0+1HH711 <C1E 4 (14 2C,T) - Cy7ite Z(l +2C,7)!

7=0
no ‘ no+1 )
:Cl’Tl+% + ClTlJr% Z(l =+ 2C2T)j+1 = ClTlJr% Z (]. + QCQT)J.
7=0 7=0

This finishes the induction and proves (4.11)). Hence, we get (4.13)) for any n =0, 1, ..., % Therefore,

107 g < Mo(n) = 0F Lz + 10 (En)l[ g < C,
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where C' > 0 depends only on ¢, T" and [|[v[| e ((0,7);1771+3)- This gives the desired estimate. O

The stability result is given as the following lemma.

Lemma 4.5 (Stability). Let ug € H"3(T) with v > —%, Then, there exist constants 79 > 0 and C > 0
depending only on v1, T and ||v|| Lo (0, 1), +3), such that for any 0 <7 < 7,

T
127 (v(tn)) = 7 (WPl < L+ CT)|Jo(tn) = vf [an, n=0,1,...,— —1.

Proof. As in the proof of Lemma we write
197 (v(tn)) = @F (P | F = (JTR", JR) 4 2T R, TR (TN, TN, (4.14)
Here we use the same notations as in Lemma We will estimate each term in (4.14)) individually. For the

second term, we rewrite U™ as

-

g" = Re/ et"agﬂs‘?i(’?z {e_t"ai " - F, (v(tn), v?)} ds,
0

where

. 2 ) . . 2

Fp(v(ty),v}) =2 (e*t"aﬂgv(tn)) +2 (e*t"aiv(tn)) (e*t"agv?) +2 (e*t"aiv?>

Hence, we get that

<J'\/1hn’ J“/1\Ijn> _ Re/ <J71hn,etn82+i562<]718x [eftnaghn - F, (’U(tn),v?)} >d$
0

Then, by Proposition (i) (in which v = v1,70 = 71 +2 — €) and Lemma (in which € < 2 + 1 is small
enough), we get

|(JTR", T | < OB |3 (4.15)
where C' depends only on y1, T and [[v|| oo ((0,1); 1 +3)-

Now we consider the term (J" W™, J"¥"), Using the formula , we have
U™ = —2Re [iet"ag“miaml ((et”agfu(tn»3 — (et”agv?)?’)} .
Then by integration-by-parts, we have
(Je", JNe")y = —2Re /T <iet”ag+iTagJ718;1 ((e_t"‘{jzz)(tn))3 — (e_tnazv?)g) ,
0
etndetisdy yn g {e*t"ag R™ - Fp (v(tn), v?)} >ds
=2Re /T <ie”ag JN ((et"‘rﬁzv(tn))3 - (et"agv?>3) ,eisaz Jn [e*t"‘92 " - F, (v(tn),v?)] >ds.
0
Therefore, by Holder’s inequality, we get

3 3
|<J71\I/",J71\I/">| 5 TH (e—tnaiv<tn)) _ (e—tnﬁiv?) HHvl e—tnaghn . Fn(’lj(tn),’U?)

Now by Lemma |3.2) and Lemma |4.4] we obtain
[T, T | < OT||R™ (|3 - (4.16)
Inserting (4.15) and (4.16)) into (4.14)), it follows that
197 (v(t)) = @F (0] |0 < (14 CT) W™ [ -
This proves the lemma. O

Now we are ready to prove Proposition [£.1]



LOW-REGULARITY INTEGRATOR FOR MKDV EQUATION 17

Proof of Proposition[{.1 From Lemma (choosing 8 = 1), we obtain
[0(tns1) = @7 (0(tn)) ]| groa < OT2
Furthermore, from Lemma [4.5] we have
[o(tne1) =07 | gy < l0(tn) = @7 (WE)) g + 197 (W(ER)) = PFOF)
<CT2+ (1 +Cn)||vtn) — oMl amn -

Then, the claimed result is followed from the iteration and Gronwall’s inequality. ]

5. EXPONENTIAL SCHEME WITH ITERATIVE REGULARIZING

In this section, we analyze the scheme after the first and the second regularizing iterations in Section
The technique based on the Miura transform turns out to reduce the loss of regularity. Recall our
scheme in the second step of Section [2.2

3 3 2
ot = gty etnr9a gl (eft"“aw}”rl) +mg, n>0, v9; =up.
With the analysis of the coarse scheme, we have the following error estimate for this first regularizing.

Proposition 5.1. Assume that ug € HYYY(T) with v > % Then, there exist positive constants 1y, C, C

which depend only on vy, T and ||v||Leo((0,r);m+1), such that for any 0 <1 < 79,

Wil <C and  [o(te) — v}l gar <C1, 0<n < —. (5.1)

Proof. By Lemma (where y1 = v — 2) and Proposition we have that for any arbitrarily small € > 0,

1ol <G VP lgr < € (52)

Here and after in this proof, the constant C' depends only on T" and ||v|| e ((0,7);m~+1) that may vary line by
line. Therefore, by Lemma [3.1| we get that

(e_tnagv?f” < HVnHHW*I + HU?HZ”*1 =C
Hy—1

[CAES P

This proves the first part of (5.1)).
Now we consider the second assertion in (5.1]). According to (2.5)), we have that

2 2
oltn) = ofy =07 [V(tn) = V"] = %y [(e‘t”aiv<tn>) = (e %0h) }'
Hence, by the Kato-Ponce inequality in Lemma [3.2] we obtain

n n —7,,3 n —n3 n
lota) = vzl SIV(ta) = V7 larae + 7% (0(tn) = v7) - ™% () +07)|

SIV @) =V lzv-2 + [[o(tn) = v [ mr-2llv(tn) + o7 [ 53, (5-3)

where ¥ = max{3+,v — 2}. Since ug € H*™(T) and U(0) = d,ug + uj, we get U(0) € H?(T). Therefore,
from Proposition [2.I] we have

[V (tn) = V™|l zvr < CT. (5.4)
Moreover, by Proposition (in which v = v — 2), we have
[v(tn) — v7lga-2 <CT. (5.5)
Furthermore, by , we get
[o(tn) + 07 57 < C. (5.6)

Inserting (5.4), (5.5) and (5.6) into (5.3)), the proof is finished. |
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In the continuation of the iterative regularizing process, recall from Section that after the second
regularizing, the scheme reads

, 2
1 -1 1 tnt102 9—1 ( \—tn4102 1
ot = gty eteida g (e 10z gt ) +mo, n>0, v°=nu.

Its convergence is stated as Theorem [2.2] and the proof is given below with the help of the previous estimates.

Proof of Theorem[2.4 Due to , we get
v(ty) — 0" =0, [V(t,) — V"] — et"838;1 {((ﬂ,_t”ag’v(tn))2 - (e_t”agv?1)1 .
Since v > %, using the Kato-Ponce inequality in Lemma we get
Jo(ta) = vl SNV (ta) = V7 laras + €% (0(ta) = vFy) - €% (u(ta) + vy
<[V (En) = V™= + lv(tn) = 071l gy [l0(En) + 071l g -
Since ug € H'*!, so we have U(0) € H”. Hence by Proposition we know that

IV(ta) = V'llgs < Cr.

Moreover, by Proposition we have v} ||lgv < C and ||v(t,) — v}y ||gr-1 < CT, where C' depends on
lv]| oo ((0,7); r7+1). Consequently, we get

HY—1

lv(tn) — o™ || gy < CT.

Since the twisting of variable (2.4]) is isometric, so the proof is complete. |

6. NUMERICAL RESULT

In this section, we shall present the numerical results of the proposed ELRI scheme ([2.14]) for solving
the mKdV equation ([1.2)) under rough initial data. For comparisons, the results of the coarse version scheme
(2.9) and the classical Strang splitting scheme [20, 2I] will be presented as well.

To construct the initial data ug(x) with the desired regularity, we adopt the following strategy as used
in [42] [48], 60, [61]. Choose N > 0 as an even integer and discretize the spatial domain T with grid points
xj; =j%F for j =0,...,N. Take a uniformly distributed random vector rand(N, 1) € [0,1]" and define

|am,N|_9uN

= T N — rand(N, 1 6.1
uo(x) RN xeT, U rand(N, 1), (6.1)

where the pseudo-differential operator |9, x|~ for § > 0 reads: for Fourier modes | = —N/2,..., N/2 — 1,

) 17, 40,
O n|7?), =
(19=.n177), {0, it 1 =0.

Thus, we can get ug € H?(T) for any # > 0. We implement the spatial discretizations of the aforementioned
numerical methods by the Fourier pseudo-spectral method [50, 58] with a fixed large number of grid points
N =2 in T so that the spatial error is rather negligible in the test below.

We compute the error u(t,,x) — u™(x) of the numerical methods at the final time ¢, = T = 0.5 under
the smooth initial data case
_ cos(x)
uo(z) = 2 + sin(z)’
and under the non-smooth initial data case for & = 2, 3 or 5. The reference solutions are obtained
numerically for the smooth case and the non-smooth case of # = 5 by the Strang splitting scheme [20, 21]
with 7 = 10~%. The Strang splitting scheme is implemented similarly as in [60]. For the non-smooth case of
6 = 2 or 3, the reference solution is computed by the ELRI (2.14) with 7 = 10=%. The errors of the ELRI
scheme , the coarse version scheme and the Strang splitting scheme in the H?-norm are plotted
in Figure [I] for the smooth initial data and for the non-smooth data with § = 3 or 5. The error of ELRI in
the H'-norm is plotted in Figure [2| for the non-smooth initial data with 6 = 2.

zeT,
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FIGURE 1. Convergence of the ELRI ([2.14)), the coarse scheme (2.9)) and the Strang splitting:
the relative error ||u — u™| gz2/||u||g2 at t, = T = 0.5 for smooth initial data (upper left),
H’-initial data (upper right) and H3-initial data (2nd row).

H? data

€error

1078 1072 107!

FIGURE 2. Convergence of the ELRI (2.14): the relative error ||u — u™||g1/||ull g at t, =
T = 0.5 for H?-initial data.

From the numerical results, we can see that under the smooth data case, all the three methods can
reach their own optimal convergence rates (Figure [I} upper left). While, for the non-smooth solution case,
the classical Strang splitting scheme becomes much less accurate and the error barely converges (Figure
upper right and 2nd row). The ELRI scheme always works well in the test, and it is always more
accurate than the coarse version scheme . Under the non-smooth data case, the ELRI only needs
one additional bounded spatial derivative of the solution to reach its optimal first order accuracy (Figure
2nd row). In contrast, the coarse version needs three additional spatial derivatives to get the first
order accuracy (Figure|l} upper right), otherwise it significantly loses convergence rate (Figure 2nd row).
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This verifies our theoretical results in Proposition and Theorem The technique condition vy > % in
Theorem might be improved (based on the result in Figure [2)) by more technical analysis in future. Thus,
the proposed ELRI method is more efficient and accurate for solving the mKdV equation under rough data.

7. CONCLUSION

We considered the numerical solution of the periodic mKdV equation under rough data. Under the
framework of exponential integration, previous low-regularity integration technique on the classical KdV
equation failed on the mKdV equation, and some derivatives of the solution were unavoidably lost when
integrating the cubic nonlinear interaction. By means of the Miura transform, we introduced a strategy of
iterative regularizing for recovering the regularity of the numerical approximation. Under the new framework,
an embedded exponential-type low-regularity integrator (ELRI) was proposed. The scheme is explicitly
defined in the physical space and is efficient to implement under the Fourier pseudo-spectral method. We
proved rigorously that the ELRI has first order accuracy in H? for the initial data from HY*! under technical
condition vy > % Though we focused on the first order scheme, higher order methods can be derived under
the same framework. Numerical experiments were done to confirm the theoretical result and show the
accuracy of ELRI, where comparisons with Strang splitting scheme were made.
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