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Abstract

Let (Zn)n≥0 be a supercritical Galton-Watson process. The Lotka-Nagaev estimator Zn+1/Zn is a common
estimator for the offspring mean. In this paper, we establish some Cramér moderate deviation results for the
Lotka-Nagaev estimator via a martingale method. Applications to construction of confidence intervals are also
given.
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1. Introduction

Let (Xi)i≥1 be a sequence of independent and identically distributed (i.i.d.) random variables with mean 0
and positive variance σ2. Denote by Sn =

∑n
i=1Xi the partial sums of (Xi)i≥1. Assume E exp{c0|X1|} < ∞

for some constant c0 > 0. Cramér [3] has established the following asymptotic moderate deviation expansion:
for all 0 ≤ x = o(n1/2), ∣∣∣∣∣ ln P(Sn > xσ

√
n)

1− Φ(x)

∣∣∣∣∣ = O

(
1 + x3√

n

)
as n→∞, (1.1)

where Φ(x) = 1√
2π

∫ x
−∞ exp{−t2/2}dt is the standard normal distribution. The results of type (1.1) are usually

called as Cramér moderate deviations. After the seminal work of Cramér, a number of Cramér moderate devi-
ations have been established for various settings. See, for instance, Linnik [11] and [6] for independent random
variables, Fan, Grama and Liu [4] for martingales (see also Puhalskii [18] for large deviation principles), Grama,
Liu and Miqueu [8] and Fan, Hu and Liu [5] for a supercritical branching process in a random environment, and
Beknazaryan, Sang and Xiao [2] for random fields. In this paper, we are going to establish Cramér moderate
deviations for a supercritical Galton-Watson process.

A Galton-Watson process is defined as follows

Z0 = 1, Zn+1 =

Zn∑
i=1

Xn,i, for n ≥ 0, (1.2)

where Xn,i is the offspring number of the i-th individual of the generation n and Zn stands for the total
population of the generation n. Moreover, (Xn,i)i≥1 are independent of each other with a common distribution
law P(Xn,i = k) = pk, k ≥ 0, and are also independent to Zn. Denote by m the offspring mean of an individual,
then it holds

m = EZ1 = EXn,i =

∞∑
k=0

kpk, n, i ≥ 1.
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Denote by v the standard variance of Z1, then we have

υ2 = E(Z1 −m)2 = Var(Xn,i) = Var(Z1). (1.3)

To avoid triviality, we assume that v is positive. The Lotka-Nagaev estimator Zn+1/Zn is a common estimator
for the offspring mean m. Throughout the paper, we assume that p0 = 0, then the Lotka-Nagaev estimator
Zn+1/Zn is well defined P-a.s. Athreya [1] has established large deviation rates for the Lotka-Nagaev estimator
with Z1 satisfying Cramér’s condition. See also Ney and Vidyashankar [16, 17] with a much weaker assumption
that P(Z1 ≥ x) ∼ ax1−α, x→∞, for two constants α > 2 and a > 0. Fleischmann and Wachtel [7] considered a
generalization of the Lotka-Nagaev estimator SZn/Zn, where Sn =

∑n
i=1Xi is independent of Zn and P(Z1 ≥

x) = P(X1 ≥ x) ∼ ax−β , x→∞, for a constant β > 2. See also He [9] when X1 is in the domain of attraction
of a stable law. For the Galton-Watson processes with immigration, we refer to Liu and Zhang [13] and Li and
Li [12] for the rates of convergence of the Lotka-Nagaev estimator. In this paper, we establish some Cramér
moderate deviation results for the Lotka-Nagaev estimator via a martingale method. Notice that the Cramér
moderate deviation results for a supercritical branching process in a random environment (BPRE) stated in [8]
do not implies our results, because the random environment for BPRE cannot be degenerate and they considered
the estimator 1

n lnZn instead of the Lotka-Nagaev estimator.
The paper is organized as follows. In Section 2, we present our main results, including Cramér moderate

deviations and moderate deviation principles for the Lotka-Nagaev estimator. In Section 3, we present some
applications of our results in statistics. The remaining sections are devoted to the proofs of theorems.

2. Main results

2.1. The data (Zk)n0≤k≤n0+n can be observed

Let n0, n ∈ N. Denote

Hn0,n =
1

v
√
n

n0+n−1∑
k=n0

√
Zk

(Zk+1

Zk
−m

)
.

In usual, one takes n0 = 0. Here we consider the more general cases that n0 may depend on n. It is easy to
check that

E
[√

Zk(
Zk+1

Zk
−m)

∣∣∣Z0, ..., Zk

]
= 0 and Var

(√
Zk(

Zk+1

Zk
−m)

)
= v2.

Thus Hn0,n is a standardized martingale. Denote

m̂n =
1∑n0+n−1

k=n0

√
Zk

n0+n−1∑
k=n0

√
Zk(

Zk+1

Zk
) (2.1)

the random weighted Lotka-Nagaev estimator. Then Hn0,n can be rewritten in the following form

Hn0,n =
m̂n −m
v
√
n

n0+n−1∑
k=n0

√
Zk.

Thus (Hn0,n)n≥1 is the standardized process for the estimator m̂n. We have the following Cramér moderate
deviation result with respect to Hn0,n.

Theorem 2.1. Assume that there exists a positive constant c such that

E|Z1 −m|l ≤
1

2
l! (l − 1)−l/2 cl−2 E(Z1 −m)2, l ≥ 2. (2.2)
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Then the following equalities hold for all 0 ≤ x = o(
√
n),∣∣∣∣ ln P(Hn0,n ≥ x)

1− Φ(x)

∣∣∣∣ = O

(
x3√
n

+ (1 + x)
lnn√
n

)
(2.3)

and ∣∣∣∣ ln P(Hn0,n ≤ −x)

Φ(−x)

∣∣∣∣ = O

(
x3√
n

+ (1 + x)
lnn√
n

)
(2.4)

as n→∞.

Remark 2.1. Let us make some comments on Theorem 2.1.

1. It is worth noting that if Z1 ≤ m+ c2, then condition (2.2) is satisfied with c = 1
323/2 max{m, c2}.

2. Sub-Gaussian random variable also satisfies condition (2.2), that is, if there exists a positive constant
c1 > 0 such that

P(Z1 −m ≥ x) ≤ c1 exp{−x2/c1}, x ≥ 0,

then condition (2.2) is satisfied. Indeed, it is easy to see that for all l ≥ 2,

E|Z1 −m|l ≤ mlP(Z1 −m < 0) +

∫ ∞
0

l xl−1P(Z1 −m ≥ x)dx

≤ ml +

∫ ∞
0

l xl−1c1 exp{−x2/c1}dx = ml + c1(

√
c1
2

)l−1
∫ ∞
0

l yl−1 exp{−y2/2}dy

≤ ml + c1(

√
c1
2

)l−1(l − 1)!!.

By Stirling’s formula n! =
√

2πnnne−ne
1

12nθn for some 0 ≤ θn ≤ 1, we deduce that for all l ≥ 2,

(l − 1)!! ≤
√
l! ≤ l! (l − 1)−l/22l−2.

Thus, we have E|Z1 −m|l ≤ ml + l!(l − 1)−l/2c1(
√

c1
2 )l−12l−2, which implies (2.2) with c large enough.

It is easy to see that for all n ≥ 3,

x3√
n

+ (1 + x)
lnn√
n
≤ 2(1 + x3)

lnn√
n
, x ≥ 0.

Using the inequality |ex − 1| ≤ eα|x| valid for |x| ≤ α, from Theorem 2.1, we obtain the following result about
the equivalence to the normal tail.

Corollary 2.1. Assume the condition of Theorem 2.1. Then for all n ≥ 3 and all 0 ≤ x ≤ n1/6,

P(Hn0,n ≥ x)

1− Φ(x)
= 1 +O

(
x3√
n

+ (1 + x)
lnn√
n

)
and

P(Hn0,n ≤ −x)

Φ(−x)
= 1 +O

(
x3√
n

+ (1 + x)
lnn√
n

)
. (2.5)

In particular, it implies that

P(Hn0,n ≥ x)

1− Φ(x)
= 1 + o(1) and

P(Hn0,n ≤ −x)

Φ(−x)
= 1 + o(1) (2.6)

holds uniformly for 0 ≤ x = o(n1/6) as n→∞.

Theorem 2.1 also implies the following moderate deviation principle (MDP) result. An analogy for a BPRE,
but with respect to lnZn, we refer to Huang and Liu [10].
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Corollary 2.2. Assume the condition of Theorem 2.1. Let (an)n≥1 be any sequence of real positive numbers
satisfying an →∞ and an/

√
n→ 0 as n→∞. Then for each Borel set B,

− inf
x∈Bo

x2

2
≤ lim inf

n→∞

1

a2n
lnP

(
Hn0,n

an
∈ B

)
≤ lim sup

n→∞

1

a2n
lnP

(
Hn0,n

an
∈ B

)
≤ − inf

x∈B

x2

2
, (2.7)

where Bo and B denote the interior and the closure of B, respectively.

The proof of Corollary 2.2 is given in Section 5.

2.2. The data Zn+1 and Zn can be observed

For the Galton-Watson process, it holds

E[(Zn+1 −mZn)2|Zn] = E[(

Zn∑
i=1

(Xn,i −m))2|Zn] = Znυ
2.

Thus the following one

Rn =

√
Zn
υ

(Zn+1

Zn
−m

)
is a normalized process for the Lotka-Nagaev estimator. When Z1 satisfies the Cramér condition (cf. (2.8)), we
have the following Cramér moderate deviation result for the normalized Lotka-Nagaev estimator Rn.

Theorem 2.2. Assume there exists a constant κ0 > 0 such that

E exp{κ0Z1} <∞. (2.8)

Then ∣∣∣∣ ln P(Rn ≥ x)

1− Φ(x)

∣∣∣∣ = O
(1 + x3√

n

)
(2.9)

holds uniformly for 0 ≤ x = o(
√
n) as n→∞. In particular, it implies that

P
(
Rn ≥ x

)
1− Φ(x)

= 1 + o(1) (2.10)

holds uniformly for 0 ≤ x = o(n1/6) as n→∞.

Clearly, the ranges of validity for (2.9) and (2.10) coincide with the case of classical Cramér moderate
deviation result [3].

As Z1 ≥ 0, we still have the following Cramér moderate deviation result for the normalized Lotka-Nagaev
estimator Rn under a weaker moment condition.

Theorem 2.3. Assume that EZ2+ρ
1 <∞ for some ρ ∈ (0, 1]. Then∣∣∣∣ ln P(Rn ≤ −x)

Φ(−x)

∣∣∣∣ = O
(1 + x2+ρ

nρ/2

)
(2.11)

holds uniformly for 0 ≤ x = o(
√
n) as n→∞. In particular, it implies that

P
(
Rn ≤ −x

)
Φ(−x)

= 1 + o(1) (2.12)

holds uniformly for 0 ≤ x = o(nρ/(4+2ρ)) as n→∞.
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Clearly, condition (2.8) implies that EZ3
1 <∞. Thus, with condition (2.8), Theorem 2.3 implies that (2.11)

holds with ρ = 1. By an argument similar to the proof of Corollary 2.2, we have following MDP result for Rn.

Corollary 2.3. Assume the condition of Theorem 2.2. Let (an)n≥1 be a sequence of real numbers satisfying
an →∞ and an/

√
n→ 0 as n→∞. Then for each Borel set B,

− inf
x∈Bo

x2

2
≤ lim inf

n→∞

1

a2n
lnP

(
Rn
an
∈ B

)
≤ lim sup

n→∞

1

a2n
lnP

(
Rn
an
∈ B

)
≤ − inf

x∈B

x2

2
, (2.13)

where Bo and B denote the interior and the closure of B, respectively.

Under the Linnik condition [11] (instead of Cramér’s condition (2.8)), we have the following Cramér type
moderate deviation result for the normalized Lotka-Nagaev estimator Rn.

Theorem 2.4. Assume that there exist two constants ι0 > 0 and τ ∈ (0, 16 ] such that

E exp{ι0Z
4τ

2τ+1

1 } <∞. (2.14)

Then

P(Rn ≥ x)

1− Φ(x)
= 1 + o(1) (2.15)

holds uniformly for x ∈ [0, o(nτ )) as n→∞.

Inequality (2.15) states that the relative error of normal approximation for Rn tends to zero uniformly for
x ∈ [0, o(nτ )). The range of validity for (2.15) coincides with the Cramér moderate deviation of Linnik [11] for
i.i.d. random variables.

3. Applications to construction of confidence intervals

3.1. The data (Zk)n0≤k≤n0+n can be observed

Cramér moderate deviation results can be applied to construction of confidence intervals for m. Recall m̂n

defined by (2.1). By Theorem 2.1, we have the following result for the confidence interval for m.

Proposition 3.1. Assume the condition of Theorem 2.1. Let κn ∈ (0, 1). Assume∣∣ lnκn∣∣ = o
(
n1/3

)
. (3.1)

Then [An0,n, Bn0,n], with

An0,n = m̂n −
v
√
nΦ−1(1− κn/2)∑n0+n−1
k=n0

√
Zk

and Bn0,n = m̂n +
v
√
nΦ−1(1− κn/2)∑n0+n−1
k=n0

√
Zk

,

is a 1− κn confidence interval for m, for n large enough.

Proof. Notice that 1− Φ (x) = Φ (−x) . Corollary 2.1 implies that

P(Hn0,n ≥ x)

1− Φ (x)
= 1 + o(1) and

P(Hn0,n ≤ −x)

Φ (−x)
= 1 + o(1) (3.2)

uniformly for 0 ≤ x = o(n1/6). Notice that the inverse function Φ−1 of the the standard normal distribution
function Φ satisfies the following asymptotic expansion

Φ−1(1− pn) =
√

ln(1/p2n)− ln ln(1/p2n)− ln(2π) + o(pn), pn ↘ 0.
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By (5.2) and (3.1), it is easy to see that the upper (κn/2)th quantile of a standard normal distribution Φ−1(1−
κn/2) = −Φ−1(κn/2) = O(

√
| lnκn|) is of order o

(
n1/6

)
. Then applying the last equality to (3.2), we have

P
(
Hn0,n ≥ Φ−1(1− κn/2)

)
∼ κn/2 and P

(
Hn0,n ≤ −Φ−1(1− κn/2)

)
∼ κn/2

as n → ∞. Clearly, Hn0,n ≤ Φ−1(1 − κn/2) means that m ≥ An0,n, while Hn0,n ≥ −Φ−1(1 − κn/2) means
m ≤ Bn0,n. This completes the proof of Proposition 3.1. �

3.2. The data Zn+1 and Zn can be observed

When Zn+1 and Zn can be observed, we can make use of Theorem 2.4 to construct confidence intervals.

Proposition 3.2. Assume the condition of Theorem 2.4. Let κn ∈ (0, 1). Assume∣∣ lnκn∣∣ = o
(
n2τ
)
. (3.3)

Let

∆n =
Φ−1(1− κn/2)

Zn
v.

Then [An, Bn], with

An =
Zn+1

Zn
−∆n and Bn =

Zn+1

Zn
+ ∆n,

is a 1− κn confidence interval for m, for n large enough.

Proof. Theorem 2.4 implies that

P(Rn ≥ x)

1− Φ (x)
= 1 + o(1) and

P(Rn ≤ −x)

1− Φ (x)
= 1 + o(1) (3.4)

uniformly for 0 ≤ x = o(nτ ). When κn satisfies the condition (3.3), the upper (κn/2)th quantile of a standard
normal distribution satisfies Φ−1(1−κn/2) = O(

√
| lnκn|), which is of order o

(
nτ
)
. Using (3.4), by an argument

similar to the proof of Proposition 3.1, we obtain the 1− κn confidence interval for m. �

4. Proof of Theorem 2.1

Let (ξi,Fi)1≤i≤n be a finite sequence of martingale differences. In the sequel we shall use the following
conditions:

(A1) There exists a number εn ∈ (0, 12 ] such that

|E[ξki |Fi−1]| ≤ 1

2
k!εk−2n E[ξ2i |Fi−1], for all k ≥ 3 and 1 ≤ i ≤ n;

(A2) There exists a number δn ∈ [0, 12 ] such that
∣∣∑n

i=1 E[ξ2i |Fi−1]− 1
∣∣ ≤ δ2n.

In the proof of Theorem 2.1, we make use of the following lemma which gives a Cramér moderate deviation
result for martingales. See Theorems 2.1 and 2.2 of Fan, Grama and Liu [4].
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Lemma 4.1. Assume conditions (A1) and (A2). Then there exits an absolute constant α ∈ (0, 1) such that for
all 0 ≤ x ≤ α ε−1n and δn ≤ α,∣∣∣∣∣ ln P(

∑n
i=1 ξi ≥ x)

1− Φ (x)

∣∣∣∣∣ ≤ Cα
(
x3εn + x2δ2n + (1 + x) (εn |ln εn|+ δn)

)
and ∣∣∣∣∣ ln P(

∑n
i=1 ξi ≤ −x)

Φ (−x)

∣∣∣∣∣ ≤ Cα
(
x3εn + x2δ2n + (1 + x) (εn |ln εn|+ δn)

)
,

where the constant Cα does not depend on (ξi,Fi)i=0,...,n, n and x.

Denote
ξ̂k+1 =

√
Zk(Zk+1/Zk −m),

Fn0 = {∅,Ω} and Fk+1 = σ{Zi : n0 ≤ i ≤ k + 1} for all k > n0. Notice that Xk,i is independent of Zk. Then it

is easy to verify that E[ξ̂k+1|Fk] = 0. Thus (ξ̂k,Fk)k=n0+1,...,n0+n is a finite sequence of martingale differences.
Notice that Xk,i−m, i ≥ 1, are centered and independent random variables. Thus, the following equalities hold

E[ξ̂2k+1|Fk] = v2 and

n0+n−1∑
k=n0

E[ξ̂2k+1|Fk] = nv2. (4.1)

By Rio’s inequality (cf. Theorem 2.1 of Rio [19]) and the fact that Xk,i is independent to Fk, we have for any
ρ ≥ 1,

(
E[|

Zk∑
i=1

(Xk,i −m)|2ρ|Fk]
)2/(2ρ)

≤ (2ρ− 1)

Zk∑
i=1

(
E|Xk,i −m|2ρ

)2/(2ρ)
.

The last inequality implies that for any ρ ≥ 1,

E[|
Zk∑
i=1

(Xk,i −m)|2ρ|Fk] ≤ (2ρ− 1)ρ
( Zk∑
i=1

(
E|Xk,i −m|2ρ

)1/ρ)ρ
≤ (2ρ− 1)ρZρkE|Xk,1 −m|2ρ.

Hence, the following inequalities hold for any ρ ≥ 1,

E[|ξ̂k+1|2ρ|Fk] = Z−ρk E[|Zk+1 −mZk|2ρ|Fk] = Z−ρk E[|
Zk∑
i=1

(Xk,i −m)|2ρ|Fk]

≤ (2ρ− 1)ρE|Xk,1 −m|2ρ.

The last inequality becomes equality when ρ = 1. Notice that Xk,1 has the same distribution as Z1. Thus, by
condition (2.2), we get for all l ≥ 2,

E[|ξ̂k+1|l|Fk] ≤ (l − 1)l/2E|Xk,1 −m|l ≤ (l − 1)l/2
1

2
l! (l − 1)−l/2 cl−2 E(Xk,1 −m)2

=
1

2
l! cl−2 v2 =

1

2
l! cl−2 E[ξ̂2k+1|Fk].

Set ξk = ξ̂n0+k/
√
nv and Fk = Fn0+k. It is easy to see that conditions (A1) and (A2) are satisfied with

εn = c/
√
nv and δn = 0. Applying Lemma 4.1 to (ξk,Fk)1≤k≤n, we obtain the desired inequalities.
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5. Proof of Corollary 2.2

We first show that for any Borel set B ⊂ R, it holds

lim sup
n→∞

1

a2n
lnP

(
Hn0,n

an
∈ B

)
≤ − inf

x∈B

x2

2
. (5.1)

When B = ∅, the last inequality holds with − infx∈∅
x2

2 = −∞. Hence, we only need to consider the case
of B 6= ∅. Let x0 = infx∈B |x|, then we have x0 = infx∈B |x|. Then, from Theorem 2.1, it follows that for
an = o(

√
n),

P
(
Hn0,n

an
∈ B

)
≤ P

(
|Hn0,n| ≥ anx0

)
≤ 2

(
1− Φ (anx0)

)
exp

{
C

(
(anx0)3√

n
+ (1 + (anx0))

lnn√
n

)}
.

Using the following two-sided bound for the normal distribution function

1√
2π(1 + x)

e−x
2/2 ≤ 1− Φ(x) ≤ 1√

π(1 + x)
e−x

2/2, x ≥ 0, (5.2)

and the fact that an →∞ and an/
√
n→ 0, we obtain

lim sup
n→∞

1

a2n
lnP

(
Hn0,n

an
∈ B

)
≤ −x

2
0

2
= − inf

x∈B

x2

2
,

which gives (5.1).
Next, we show that the following inequality holds

lim inf
n→∞

1

a2n
lnP

(
Hn0,n

an
∈ B

)
≥ − inf

x∈Bo
x2

2
. (5.3)

When Bo = ∅, the last inequality holds obvious, with − infx∈∅
x2

2 = −∞. Hence, we may assume that Bo 6= ∅.
Since Bo is an open set, for any given small positive constant ε1, there exists an x0 ∈ Bo, such that

0 <
x20
2
≤ inf
x∈Bo

x2

2
+ ε1.

By the fact that Bo is an open set again, for x0 ∈ Bo and any ε2 ∈ (0, |x0|], it holds (x0 − ε2, x0 + ε2] ⊂ Bo.
Without loss of generality, we may assume that x0 > 0. Then, we have

P
(
Hn0,n

an
∈ B

)
≥ P

(
Hn0,n ∈ (an(x0 − ε2), an(x0 + ε2)]

)
= P

(
Hn0,n ≥ an(x0 − ε2)

)
− P

(
Hn0,n ≥ an(x0 + ε2)

)
. (5.4)

By Theorem 2.1, it is easy to see that for an →∞ and an = o(
√
n),

lim
n→∞

P
(
Hn0,n ≥ an(x0 + ε2)

)
P
(
Hn0,n ≥ an(x0 − ε2)

) = 0.
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By the last line and Theorem 2.1, it holds for all n large enough and an = o(
√
n),

P
(
Hn0,n

an
∈ B

)
≥ 1

2
P
(
Hn0,n ≥ an(x0 − ε2)

)
≥ 1

2

(
1− Φ (an(x0 − ε2))

)
exp

{
− C

(
(an(x0 − ε2))3√

n
+ (1 + an(x0 − ε2))

lnn√
n

)}
.

Using (5.2) and the fact that an →∞ and an/
√
n→ 0, after some simple calculations, we obtain

lim inf
n→∞

1

a2n
lnP

(
Hn0,n

an
∈ B

)
≥ −1

2
(x0 − ε2)2.

Letting ε2 → 0, we arrive at

lim inf
n→∞

1

a2n
lnP

(
Hn0,n

an
∈ B

)
≥ −x

2
0

2
≥ − inf

x∈Bo
x2

2
− ε1.

Since that ε1 can be arbitrarily small, we get (5.3). Combining (5.1) and (5.3) together, we obtain the desired
result. This completes the proof of Corollary 2.2. �

6. Proof of Theorem 2.2

6.1. Preliminary lemmas

Denote by fn(s) = EsZn , |s| ≤ 1, the generating function of Zn. In the proof of Theorem 2.2, we shall make
use of the following lemma, see Athreya [1].

Lemma 6.1. If p1 > 0, then it holds

lim
n→∞

fn(s)

pn1
=

∞∑
k=1

qks
k, (6.1)

where (qk, k ≥ 1) is defined by the generating function Q(s) =
∑∞
k=1 qks

k, 0 ≤ s < 1, the unique solution of the
following functional equation

Q(f(s)) = p1Q(s), where f(s) =

∞∑
j=1

pjs
j , 0 ≤ s < 1,

subject to
Q(0) = 0, Q(1) =∞, Q(s) <∞ for 0 ≤ s < 1.

By Lemma 6.1, we obtain the following estimation for Zn.

Lemma 6.2. It holds

P(Zn ≤ n) ≤ C1 exp{−nc0}. (6.2)

Proof. When p1 > 0, by Markov’s inequality, we deduce that for s0 = 1+p1
2 ∈ (0, 1),

P(Zn ≤ n) = P(sZn0 ≥ sn0 ) ≤ s−n0 fn(s0).

Using Lemma 6.1, we have

P(Zn ≤ n) ≤ C(
p1
s0

)nQ(s0)

= C1 exp{−nc0}, (6.3)

where C1 = CQ(s0) and c0 = ln(s0/p1). Notice that s0 ∈ (p1, 1), which implies that c0 > 0. When p1 = p0 = 0,
we have Zn ≥ 2n, and (6.2) holds obviously for all n. �

In the proof of Theorem 2.2, we also make use of the following lemma of Cramér [3].
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Lemma 6.3. Let (Xi)i≥1 be i.i.d. and centered random variables. Assume that E exp{λ|X1|} < ∞ for some
constant λ > 0. Set Sn =

∑n
i=1Xi and v2 = EX2

1 . Then∣∣∣∣ ln P(Sn/(v
√
n) ≥ x)

1− Φ(x)

∣∣∣∣ ≤ C 1 + x3√
n

(6.4)

uniformly for 0 ≤ x = o(
√
n).

6.2. Proof of Theorem 2.2

By the definition of Rn, it is easy to see that Rn can be rewritten as follows:

Rn =
1

υ
√
Zn

(
Zn+1 −mZn

)
=

1

υ
√
Zn

Zn∑
i=1

(
Xn,i −m

)
.

By the total probability formula, we have

P
(
Rn ≥ x

)
=

∞∑
k=1

P(Zn = k)P
(

1√
kυ

k∑
i=1

(
Xn,i −m

)
≥ x

)

=:

∞∑
k=1

P(Zn = k)Fk(x). (6.5)

Notice that Xn,i, 1 ≤ i ≤ k, have the same distribution as Z1 and Z1 ≥ 0. By (2.8), it holds

Eeκ0|Z1−m| ≤ eκ0m + e−κ0mEeκ0Z1 <∞.

When k ≥ n, by condition (2.8) and Lemma 6.3, we get∣∣∣∣ ln Fk(x)

1− Φ(x)

∣∣∣∣ ≤ C1
1 + x3√

k
≤ C1

1 + x3√
n

(6.6)

uniformly for 0 ≤ x = o(
√
n). Returning to (6.5), by (6.6), we have for all 0 ≤ x = o(

√
n),

P
(
Rn ≥ x

)
≥

∞∑
k=n

P(Zn = k)Fk(x) ≥
(

1− Φ(x)
)

exp
{
− C1

1 + x3√
n

} ∞∑
k=n

P(Zn = k)

≥
(

1− Φ(x)
)

exp
{
− C1

1 + x3√
n

}(
1− P(Zn ≤ n)

)
. (6.7)

By Lemma 6.2, we have

P(Zn ≤ n) ≤ C2 exp{−C3n}. (6.8)

Applying the last inequality to (6.7), we obtain for all 0 ≤ x = o(
√
n),

P
(
Rn ≥ x

)
≥

(
1− Φ(x)

)
exp

{
− C1

1 + x3√
n

}(
1− C2 exp{−C3n}

)
≥

(
1− Φ(x)

)
exp

{
− C4

1 + x3√
n

}
. (6.9)
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Returning to (6.5), by (6.6) and (6.8), we deduce that for all 0 ≤ x = o(
√
n),

P
(
Rn ≥ x

)
≤

n−1∑
k=1

P(Zn = k)Fk(x) +

∞∑
k=n

P(Zn = k)Fk(x)

≤ P(Zn ≤ n− 1) +
(

1− Φ(x)
)

exp
{
C1

1 + x3√
n

} ∞∑
k=n

P(Zn = k)

≤ C2 exp{−C3n}+
(

1− Φ(x)
)

exp
{
C1

1 + x3√
n

}
≤

(
1− Φ(x)

)
exp

{
C4

1 + x3√
n

}
. (6.10)

Combining (6.9) and (6.10) together, we obtain the desired inequality, that is (2.9).

7. Proofs of Theorems 2.3 and 2.4

The proof of Theorem 2.3 is similar to the proof of Theorem 2.2. However, instead of using Lemma 6.3, we
should make use of the following lemma of Fan [6].

Lemma 7.1. Let (Xi)i≥1 be i.i.d. and centered random variables. Assume that X1 ≥ −C and E|X1|2+ρ < ∞
for some constants C > 0 and ρ ∈ (0, 1]. Let Sn =

∑n
i=1Xi and υ2 = EX2

1 . Then∣∣∣∣ ln P(Sn/(υ
√
n) ≤ −x)

Φ(−x)

∣∣∣∣ ≤ C 1 + x2+ρ

nρ/2

holds uniformly for 0 ≤ x = o(
√
n).

The proof of Theorem 2.4 is analogous to the proof of Theorem 2.2. However, instead of using Lemma 6.3,
we should make use of the following lemma of Linnik [11].

Lemma 7.2. Let (Xi)i≥1 be i.i.d. and centered random variables. Assume that E exp{ι0|X1|
4τ

2τ+1 } <∞ for two
constants ι0 > 0 and τ ∈ (0, 16 ]. Let Sn =

∑n
i=1Xi and υ2 = EX2

1 . Then

P(Sn/(υ
√
n) ≥ x)

1− Φ(x)
= 1 + o(1)

holds uniformly for 0 ≤ x = o(nτ ).
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