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Abstract—The fast-growing Internet of Thing (IoT) has gen-
erated a vast number of tasks which need to be performed
efficiently. Owing to the drawback of the sensor-to-cloud com-
puting paradigm in IoT, mobile edge computing (MEC) has
become a hot topic recently. Against this backdrop, we focus
on the offloading of tasks characterized by intrinsic correlations
in this paper, which have not been considered in most of
existing works. For the sequential arrival of such correlated
tasks, the future workload can be efficiently reduced by caching
the current computational result. Specifically, we resort to the
Lyapunov optimization to handle the long-term constraint on
energy consumption. Simulation results reveal that our approach
is superior to other approaches in the optimization of response
latency and energy consumption.

Index Terms—Caching, correlated task offloading, MEC, re-
sponse latency, energy consumption

I. INTRODUCTION

The fast-growing development of Internet of Things (IoT)

has given rise to a ubiquitous network connecting IoT devices

[1], [2]. Considering the restricted computational capabilities

and energy reserve of these IoT devices, generated tasks

can be processed in the sensor-to-cloud computing paradigm,

where tasks are offloaded and executed in a remote cloud

center. Such a computing paradigm exploits the unconstrained

computing resources at the cloud, but it might incur long

response latency because of data transmission in the backbone

network. Therefore, it is not suitable for latency sensitive tasks.

Requirements such as energy reduction and response latency

optimization have stimulated the emergence of compromised

computing paradigms to mitigate the pressure of these IoT

devices [3], [4]. For instance, mobile edge computing (MEC)

has become a hot topic in recently years, for its cloud-similar

computing capabilities with less response latency. Specifically,

MEC strives to deploy computing facilities at the network

edge such as macro base station (MBS), thus enabling the

shift of computational workload from the cloud center to the

network edge. MEC makes task perform in close proximity to

IoT devices where tasks are generated, so the response latency

can be greatly reduced as expected.

On another hand, a huge number of tasks need to be

offloaded, which raises the possibility of repetitive offloading

for the same task. Furthermore, such repetitive task offloading

not only wastes unnecessary energy consumption but also

incurs long response latency. Accordingly, caching strategy

can be introduced for avoiding such concerns [5]. Generally,

caching the most frequently requested tasks for IoT devices

in MEC can dramatically shorten the response latency, for

the reason that the execution results can be directly returned

without repeated execution.

For instance, service caching benefits the resource-limited

edge server when tasks are offloaded. Authors in [6] investi-

gate this issue in depth by optimizing task offloading together

with service caching in MEC, and they propose an efficient

algorithm to tackle service heterogeneity, system dynamics,

and other key challenges in MEC. Authors in [7] aims to

jointly optimize task caching and offloading in MEC, from

the computing and storing resource constrained perspective.

The problem is modeled as a mixed integer programming that

is solved by an alternating iterative algorithm.

Authors in [8] try to cache the computational result in a

proactive way in fog computing. They model it as a long-

term weighted-sum energy minimization problem, and solve

it by a sliding-window based online algorithm. Authors in [9]

leverage task caching to enhance the computing capabilities

of MEC, by jointly optimizing caching, computation, and

communication resources in MEC. The offloading efficiency

usually has a great effect upon the quality of experience

(QoE) [10], [11], and service caching can help improve

the offloading efficiency. Authors in [12] strive to optimize

both service caching and task offloading in MEC from the

viewpoint of QoE. They design a utility function based on

QoE and formulate the optimization as an integer nonlinear

programming problem. Authors in [13] endeavor to achieve

intelligent task caching in the edge-cloud environment. By

doing this, they can generalize the task caching strategies and

ignore some unrealistic assumptions in existing works such as

knowing the pattern of user task requests. To this end, a multi-
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armed bandit algorithm is adopted to help learn the pattern of

tasks and dynamically adjust the caching strategy.

However, we notice that most of the aforementioned works

hardly ever mine the intrinsic correlation of the task arrivals

especially for the same IoT device. The computational result

for the current task can actually benefit the following task if a

certain correlation exists between them. It shall be noted that

the two tasks are not necessarily the same. For instance, take

matrix-vector multiplication for example to motivate our work

as below. Suppose that a task t1 is offloaded and intended

for calculation of y = Ax, where A is a matrix, and x is

a vector as the task-input data. The next task t2 arrives for

calculation of y = Bz, where B = A + A, z = x + η,

and A and η denote a sparse matrix and vector, respectively.

It is clear that caching the calculation result of t1 is very

beneficial to t2, owing to the computational cost reduction.

Such correlated tasks can be easily observed from one IoT

device or functionally similar devices.

In this paper, we pay attention to such tasks which are

characterized by temporarily correlated relationship, and we

aim to cache the current computational result to assist the

computation of future tasks. Specifically, we strive to optimize

the average response latency along an infinite time horizon for

the one-device one-server MEC system. In the meanwhile, a

long-term energy constraint is leveraged to ensure the stability

of MEC system. Specifically, the Lyapunov optimization is

utilized to solve the slot spanned energy constraint such that

a long-term constraint can be converted into per-slot energy

constraints. On this basis, we propose an online algorithm for

the minimization of the average response latency in MEC.

The rest of the paper is organized as below. Section II

presents a one-device one-server system model. In Section

III, we propose a Lyapunov based online algorithm to make

caching decisions for the correlated tasks. Simulation results

are reported and discussed in Section IV, and the conclusion

comes in Section V.

II. SYSTEM MODEL

A system model is considered which consists of one IoT

device and one MBS. The edge server with the caching

capability is deployed at MBS to provision computational

resources to tasks offloaded by this IoT device. Time, which

consists of a set of discrete time slots, can be indexed by

{0, 1, ..., n − 1} and each time slot is assumed to last τ
seconds. Sequential tasks with certain correlations arrive at

the edge server with one task at each time slot respectively.

Furthermore, suppose that each task should be accomplished

by the end of its corresponding time slot. Denote the task set

by A = {a1, a2, ..., an}, where ai is the task arriving at the

ith time slot. ai is a 2-tuple of (di, si), where di represents

the average task-input data that needs to be offloaded via the

wireless channel, and si is the average workload described by

the number of CPU cycles required for performing ai.
As exemplified above, the computational results at the

current slot can assist the computation of correlated tasks at the

future slots, so caching the computational results can shorten

the response latency at the edge. However, it is impractical

to cache all the computational results at the edge, owing to

caching costs on energy consumption and storage resources

[14]. In addition, we assume that the computational results are

of timeliness. Specifically, any results that have been cached

more than fixed time slots are no longer useful and should be

abandoned. Introduce a variable Ii as an indicator to represent

whether the computational result at ith time slot is cached:

Ii =

{

1 if the result at slot i is cached;

0 otherwise.
(1)

A. Correlated Tasks Model

In the traditional caching enabled MEC, the computational

results cached at the edge can be directly used if the same

tasks are repeatedly offloaded. However, such task oriented

caching in MEC ignores the intrinsic correlation of the task

arrivals, while the offloading for correlated tasks is far more

common than the offloading for the same tasks during a finite

time-slotted horizon. Whereas, it is complicated and difficult

to formally model the intrinsic relationships between two

sequential tasks either from coarse granularity (e.g., function

level) or fine granularity (e.g., source code level), especially

considering a sharp upsurge in the type and the number of

tasks generated by various IoT devices.

In view of this, we investigate the correlations among tasks

in a more general way, irrespective of measurement approaches

or metrics. We in this paper focus on the workload reduction

by making full use of previous caching decisions. To be more

specific, the real workload of ai at time slot i because of

previous caching decisions can be modeled as [8]:

Si =si(Ii−1λ1 + (1− Ii−1)Ii−2λ2 + · · ·

+

k−1
∏

j=1

(1− Ii−j)Ii−kλk + · · ·+

p−1
∏

j=1

(1− Ii−j)Ii−pλp

+

p
∏

j=1

(1− Ii−j)) (2)

where λ = (λ1, ..., λp) with each λj ∈ (0, 1), j = 1, 2, ..., p,

is a vector to represent the gradually reduced influence of the

previously cached results on reducing the current computation-

al workload. From this definition, we can observe that 1) The

current workload Si can only be affected by the last caching

decision in the past, e.g., if Ii−1 = 1, then Si = siλ1, no

matter what values Ii−k for k ≥ 2 take; 2) Any computational

result that has been cached more than p time slots is no longer

useful, which can effectively represent the timeliness of the

caching decisions; 3) The element λi in λ should be gradually

increasing with increasing i, such that the closer the distance

between the current time slot and the slot over which the last

result is cached, the larger the effect of caching result on the

current workload.

B. Communication Model

Task offloading from IoT devices is aimed for energy saving

and response latency reduction, owing to the constrained
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computational capabilities and energy supply at the device.

Considering task caching for the latency sensitive tasks, in this

paper we aim for the minimization of the response latency of

the offloaded tasks while satisfying the total energy constraint

at the edge. The communication and computation models are

respectively described as follows.

The response latency for a task offloaded and executed at

the edge usually includes offloading time, execution time, and

return time. The offloading time denotes the time taken to

transmit the task-input data of the task into the edge via the

wireless channel. Denote by g and p the channel gain between

the device and the edge, and the transmission power of the

device, respectively. The offloading rate of task ai can be given

as:

ri = B log2(1 +
pg

σ2
) (3)

where B is the channel bandwidth and σ2 is the noise power.

Thus, the offloading time is given as:

toffi =
di
ri

(4)

The energy consumption caused by task offloading can be

given as:

eoffi = ptoffi (5)

The return time means the time taken to send the computa-

tional result back to the device. Owing to the negligible size

of computational result compared to the task-input data, we

ignore the return delay and related energy consumption in this

paper.

C. Computation Model

After tasks are offloaded to the edge successfully, the edge

server will schedule resources for them. For example, the

virtual resources such as virtual machines are created and

computational resources are also provided in sequence. Since

tasks arrive with one in each time slot respectively, and thus we

ignore the queueing time at the edge. It shall be noted that task

execution at the edge not only consumes the computational

resources, but also incurs energy consumption, even if the

caching strategy is enabled in MEC. In the following, we

will respectively investigate the execution latency and energy

consumption at the edge.

Based on the above description, the execution latency for

ai at the edge is defined as:

texei = tinit +
Si

fe
(6)

where tinit and fe are the time for the virtual environment

initialization and the computing capability of the edge server,

respectively. Therefore, the response delay for ai is

trli = toffi + texei =
di
ri

+ tinit +
Si

fe
(7)

The energy consumption for performing ai at the edge can

be calculated as:

eexei = κεSif
2
e (8)

where κ is the effective switched capacitance coefficient and

ε is the number of cycles needed to perform one task-input

bit at R.

The task has to be accomplished by the end of current

time slot and the edge will decide whether to cache the

computational result. Recall that computational results caching

will incur additional overheads on storage and energy [8].

Given the caching decisions, the resulting energy consumption

at the current slot i is expressed as:

eci =
i

∑

j=i−p

Ijγ (9)

where γ is the static power consumption caused by result

caching for each time slot, regardless of the workload of tasks

[6]. Due to the timeliness of caching results, only the last p
results and the current caching decision have an effect on the

energy consumption for the current time slot. Hence, the total

energy consumption for ai performing at the caching enabled

MEC can be calculated as:

ealli = eoffi + eexei + eci = ptoffi + κεSif
2
e +

i
∑

j=i−p

Ijγ (10)

D. Problem Formulation

We strive to optimize the response latency of correlated

tasks offloaded to the edge with the help of previously cached

computational results. Owing to the timeliness of caching

results and additional overheads caused by computational

results caching, it is impractical to cache all the results.

Generally, a long-term process is required for evaluating

MEC system and networks when caching is enabled for cor-

related tasks. Therefore, we in this paper focuses on the overall

response latency optimization for MEC and the optimization

problem is given as below:

(P1) min
I

lim
n→∞

1

n

n−1
∑

i=0

trli (11)

s.t.

lim
n→∞

1

n

n−1
∑

i=0

ealli ≤ Q (12)

trli ≤ τ ∀i ∈ {1, ..., n} (13)

ealli ≤ emax
i ∀i ∈ {1, ..., n} (14)

Ii ∈ {0, 1} ∀i ∈ {i− p, i− p+ 1, ..., i− 1} (15)

where the constraint (12) means the overall energy consump-

tion across different time slots must satisfy the energy con-

straint Q. As assumed earlier, each task should be completed

by the end of its time slot, which is specified by (13). Denote

by emax
i the maximal energy consumption at time slot i,

and the per-slot energy consumption should not exceed the

corresponding energy constraint as denoted in (14). Constraint

condition (15) guarantees that the last p caching decisions are

binary.
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Challenges. Obviously, it takes exponential time for P1 to

obtain the optimal solution, which makes the exhaustive search

prohibitively costly in terms of the execution delay. Moreover,

the task information at the future time slots is required for

optimally solving P1, which can only be accomplished off-

line. Whereas, it is extraordinarily difficult to make predictions

on the task-input data and workload in advance. Hence, an

online approach is required for addressing such challenges,

which can make caching decisions without the future task

information.

Algorithm 1: Caching-Assisted Correlated Task Offload-

ing Algorithm (CCTO))

Input: λ, Q, A, τ , n
Output: Optimum solution to P1

1 S = 0;

2 for i = 0 to n− 1 do

3 Learn di and si from the beacon information;

4 Compute Si based on Eq.(2);

5 Compute trli based on Eq.(7);

6 Obtain Ii by optimizing:

B −Qq(i) + E[q(i)ealli + V trli |q(i)];
7 Compute ealli based on Ii;
8 if ealli < emax

i then

9 S = S + trli ;

10 q(i+ 1) = max[q(i)−Q, 0] + ealli ;

11 else

12 Ii = 0;

13 Recompute ealli ;

14 S = S + trli ;

15 q(i+ 1) = max[q(i)−Q, 0] + ealli ;

16 end

17 end

18 V ∗ = S/n;

19 Return V ∗ and I;

III. LYAPUNOV-BASED ONLINE CACHING DECISION FOR

CORRELATED TASKS

A. Preliminaries

In addition to the difficulty in obtaining task information at

future time slots, it is also pretty hard to handle the energy

constraint that crosses different time slots. Therefore, we

apply the Lyapunov optimization technology to tackling these

challenges in this section. A migration queue that indicates

dynamic changes of energy consumption is used for solving

the slot spanned energy constraint. In particular, let q(0) = 0,

and the queue is given as:

q(i+ 1) = max[q(i)−Q, 0] + ealli (16)

where q(i) is the queue backlog in time slot i. From this

definition, we can see that q(i) can indicate the deviation

of current energy consumption from the energy constraint

Q. Specifically, q(i) with a larger value denotes a sharper

deviation. The Lyapunov function can be defined as L(q(i)) =

1
2q

2(i). The stability of this queue requires that the increment

between two consecutive states should be extremely small. To

efficiently control such an increment, the Lyapunov drift is

given as △(q(i)) , E[L(q(i+ 1))− L(q(i))|q(i)].

Lemma 1: Assume X , Y , Z and k are non-negative real

numbers and Z = max{Y − k, 0} + X , then Z2 ≤ X2 +
Y 2 + k2 − 2Y (k −X).

Based on this Lemma [15], the upper bound of △(q(i)) can

be determined, as below:

△(q(i)) = E[L(q(i+ 1))− L(q(i))|q(i)]

=
1

2
E[[max[q(i)−Q, 0] + ealli ]2 − q2(i)|q(i)]

≤
1

2
E[Q2 + (ealli )2 + 2q(i)(ealli −Q)|q(i)]

=
1

2
Q2 + E[

(ealli )2

2
−Qq(i) + q(i)ealli |q(i)]

= A−Qq(i) + E[q(i)ealli |q(i)] (17)

where A = Q2

2 + E[
(eall

i
)2

2 |q(i)] ≤ Q2

2 + E[
(emax

i
)2

2 |q(i)] =
Q2

2 +
(emax

i
)2

2 , B.

Accordingly, we have:

△(q(i)) ≤ B −Qq(i) + E[q(i)ealli |q(i)] (18)

Based on the above descriptions, we strive to convert the

long-term constraint on energy consumption into a per-slot

constraint, and minimize a supremum bound on the drift-plus-

penalty term in each time slot, given as:

△ (q(i)) + V E[trli |q(i)]

≤ B −Qq(i) + E[q(i)ealli |q(i)] + V E[trli |q(i)]

= B −Qq(i) + E[q(i)ealli + V trli |q(i)] (19)

where V (> 0) is used to adjust the preference towards opti-

mization between energy consumption and response latency.

A new optimization problem P2 is formed, which tries to

optimize the right hand side of (19), as below:

(P2) min
∀i,I

{q(i)ealli + V trli } (20)

s.t. (13), (14), (15) (21)

Theorem 1: The caching decision I over time slots

{0, ..., n − 1} obtained by solving P2 is an approximately

optimal solution to P1.

Proof Assume that trl∗ is the solution to P1 and I∗ is the

corresponding caching decision over the time slots. We have:

△ (q(i)) + V E[trli |q(i)]

≤ B −Qq(i) + E[q(i)ealli + V trli |q(i)]

= B + q(i)E[(ealli −Q)|q(i)] + V E[trli |q(i)]
‡

≤B + V trl∗
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The inequality (‡) holds, due to the fact that ealli −Q ≤ 0 when

I∗ is applied. Take the expectation of this inequality and then

sum the expectation over the time slots i ∈ {0, ..., n− 1},

n−1
∑

i=0

E[△(q(i)) + V E[trli |q(i)]]

=

n−1
∑

i=0

E[[L(q(i+ 1))− L(q(i))] + V E[trli ]]

= E[L(q(n))− L(q(0))] +
n−1
∑

i=0

V E[trli ]

= E[L(q(n))] +
n−1
∑

i=0

V E[trli ] ≤
n−1
∑

i=0

E[B + V trl∗]

= (B + V trl∗) ∗ n

Owing to E[L(q(n))] ≥ 0,
∑n−1

i=0 V E[trli ] ≤ (B + V trl∗) ∗ n
holds. As a result,

1

n

n−1
∑

i=0

trli ≤ trl∗ +
B

V

Therefore, the caching decision for optimizing P2 can also

make the solution of P1 infinitely close to the true value (i.e.,

trl∗) as long as the value of V is properly set. �

B. Algorithm Design

Based on the descriptions, a caching-assisted correlated task

offloading algorithm (CCTO) is proposed in Alg. 1 for solving

P1. During each time slot i, the information about task ai such

as di and si can be obtained by beacon information exchang-

ing. Then we can calculate the current response latency trli
based on the past caching decisions (line 5). Furthermore, the

current caching decision can be obtained by minimizing the

term q(i)ealli + V trli . After that, the energy consumption at

time slot i can be calculated based on Eq. (10). In the next,

we update the energy queue after the constraint condition is

checked (line 8-16). Finally, the approximately optimal value

V ∗ can be retrieved.

It shall be noted that the term q(i)ealli +V trli totally depends

upon ealli , due to the fact that other variables, such as q(i), V
and trli , have been determined with the help of past caching

decisions. Obviously, not to cache any computational result

can directly minimize ealli , since the third term
∑i

j=i−p Ijγ
at the right hand of Eq. (10) is zero at any time slot.

However, it defeats the object of caching assisted correlated

task offloading, i.e., response latency reduction by caching

computational results at the past time slots. As shown in

Theorem 1, we can actually approximate the true value of

P1 by adjusting the value of V . Therefore, we can relax the

requirement for ealli minimization. In the meanwhile, we use

V to approximate the true value of P1, in hope to seek a

tradeoff between energy consumption and response latency.

It is noticeable that the response latency for the correlated

task offloading is mainly affected by two factors. One is the

information of the task itself such as di and si; and the

Fig. 1. The average response time with different number of time slots

other is the caching decisions in the past p time slots, which

may reduce the workload required for task accomplishment.

In view of this, we determine the caching decision at the

current time slot (i.e., line 6 in Alg. 1) as follows. Given

the task ai, assume that the edge server has a well mem-

ory capability about the past tasks, and the average energy

consumption of these tasks plus ai can be easily calculated,

given as eavgi = 1/n
∑i

j=0 e
all
j . For the task ai, if its energy

consumption ealli satisfies (eavgi −Q)/Q < ρ and ealli < emax
i ,

the computational result can be cached at the edge. ρ (∈ (0, 1))
is used to control the energy queue deviation from Q, which

is necessary since we have relaxed the requirements for per-

slot energy optimization. An arbitrarily small ρ is helpful for

narrowing down the optimality gap between the approximate

optimal value and true optimal value.

IV. NUMERIC RESULTS

We have conducted experiments to evaluate our approach in

this section. Two assumptions have been made in the evalua-

tion as follows. First, both di and si (0 ≤ i ≤ n−1) are evenly

distributed over the interval [dmin, dmax] and [smin, smax],
respectively. Second, each task can be completed by the end

of its own time slot, so there is no queuing time for any task

arriving at the edge server. Note that there are other ways to

optimize the per-slot term q(i)ealli +V trli , such as the random

approach and the greedy approach. The former is to randomly

cache the computational result while the latter is to cache

the result of task which has the minimal energy consumption

compared to the last p tasks.

Figure 1 shows the experimental result with regards to the

average response time under different time slots. In addition

to the aforementioned approaches, i.e., the random approach,

denoted by “Random” and the greedy approach, denoted by

“Greedy”, we also compare our approach with the approach

that has not applied any caching strategies, denoted by “With-

out caching”. From this figure, we can easily observe that

our approach can averagely achieve the best performance on
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Fig. 2. The average energy consumptions with different number of time slots

optimizing the average response latency. The approach without

any caching strategies achieves the worst performance. In the

meanwhile, the random approach has a great fluctuation owing

to its random caching at each time slot. In addition, the greedy

approach does not fluctuate a lot with the increasing number

of time slots. Therefore, our approach outstands other three

approaches on the response latency optimization.

Figure 2 shows the experimental result with regards to

the average energy consumptions under different time slots.

Still, our approach achieves the best performance among the

four approaches while the approach without caching strate-

gies achieves the worst performance. Similar to the result

shown in Fig. 1, the random approach and the greedy ap-

proach have shown similar features, respectively. Intuitively,

to cache more computational results seems to bring in more

energy consumption, which contradicts our simulation result.

However, although caching computational results incurs more

energy consumption as shown in Eq. 9, the reduced energy

consumption on workload can efficiently offset this kind of

energy consumption.

V. CONCLUSION

Caching enabled task offloading for IoT devices in MEC

has attracted extensive attention recently. Nevertheless, few

of existing works have paid attention to those tasks featured

by intrinsic correlations. Indeed, it is difficult to model the

intrinsic relationships between two sequential tasks either from

coarse granularity or fine granularity. Accordingly, in this

paper we develop a general model to depict the correlation

relationships between two sequential tasks. The computational

result cached at the current time slot can efficiently assist the

task performing at future time slots. We evaluate our approach

by extensive experiments and the results have shown that the

approach indeed outstands other approaches in both response

time optimization and energy consumption reduction.
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