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Abstract

By using the integration by parts formula of a Markov operator, the closability
of quadratic forms associated to the corresponding invariant probability measure is
proved. The general result is applied to the study of semilinear SPDEs, infinite-
dimensional stochastic Hamiltonian systems, and semilinear SPDEs with delay.
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1 Introduction

Let B be a separable Banach space and p a reference probability measure on B. For any
k € B, let 0y denote the directional derivative along k. According to [§], the form

Ei(f.g) == (B (Org)) = /B (Ouf)@kg)ds, f.g € C2(B),

is closable on L2(u) if py := dp (jT') exists for any s such that s — p, is lower semi-

continuous p-a.e.; i.e. for some fixed p-versions of ps, s € R,

lim ‘tnf ps(x) > pi(z), p—ae.x, t €R.

S—r
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In this paper, we aim to investigate the closability of &}, for u being the invariant probabil-
ity measure of a (degenerate/delay) semilinear SPDE. Since in this case the above lower
semi-continuity condition is hard to check, in this paper we make use of the integration
by parts formula for the associated Markov semigroup in the line of [I0] using coupling
arguments.

The main motivation to study the closability of & (respectively of 9;,) on L?(1) is that
it leads to a concept of weak differentiablity on B with respect to u and one can define
the corresponding Sobolev space on B in LP(u), p € [1,00). In particular, one can analyze
the generator of a Markov process (e.g. arising from a solution of an SPDE) on these
Sobolev spaces when p is its (infinitesimally) invariant measure, see e.g. [7] for details.

Before considering specific models of SPDEs, we first introduce a general result on
the closability of &, using the integration by parts formula. To this end, we consider a
family of B-valued random variables {X*},cp measurable in z, and let P(z,dy) be the
distribution of X* for x € Z4. Then we have the following Markov operator on %(B) :

Pi() = / (W) P(x.dy) = Ef(X*), z € B, f € By(B).

A probability measure p on B is called an invariant measure of P if u(Pf) = pu(f) for all
f € %B(B).

Proposition 1.1. Assume that the Markov operator P has an invariant probability mea-
sure . Let k € B. If there exists a family of real random variables { M, }.cp measurable
in x such that M. € L*(P x ), i.e.

(L1) (B )IMP) i= [ BIML Puldo) < oo

and the integration by parts formula

(1.2) PO f)(x) = B{f(X")M,}, f€CEB),pu-ae.z€B
holds, then (&, CZ(B)) is closable in L*(u).

Proof. Since p is P-invariant, by (LL1]) and (I.2]) we have

(O = / P@uf)@)uld) = (P x p)(F(X)M), f e CA(B).
So,

&(f.9) = 1((0cf)(0r9)) = (Ol fOeg}) — n(fig)
= (P x pu)({fOrg}(X)M.) — u(fBig), [,g€ Ci(B).

It is standard that this implies the closability of the form (&, CZ(B)) in L?*(u). Indeed,
for {fn}n>1 C CZ(B) with f, — 0 and 0 f, — Z in L?(u), it suffices to prove that Z = 0.



Since p(f2) — 0 and (P x p)(|f20k9|*(X")]) = (| fa0kg|?) as p is P-invariant, the above
formula yields
(1(Zg)| = lim [1(g0sfn)]

= Tim |(P x 1) ({ £k }(X)M.) = u(f2039)|
< timinf { /(B x 1) (1£a0g20X)) - (B x ) (IM) +/u(r2)(07912) |

n—o0

< timinf {1 0hgll oo/ (F2) - (B x )M + [ 02glloor/i(FD } = 0, g € CE(B).

Therefore, Z = 0. O

Remark 1.1. The integration by parts formula ([.2]) implies the estimate

(1.3) (O f)I? < (P x ) (IML*)u(f?).

As the main result in [3] (Theorem 10), this type of estimate, called Fomin derivative
estimate of the invariant measure, was derived as the main result for the following semi-
linear SPDE on H := L?(&) for any bounded open domain & C R" for 1 < n < 3:

dX () = [AX () +p(X(2))]dt + (=A) 2w (1),

where A is the Dirichlet Laplacian on &', p is a decreasing polynomial with odd degree,
v € (5 —1,1), and W(t) is the cylindrical Brownian motion on H. The main point of the
study is to apply the Bismut-Elworthy-Li derivative formula and the following formula
for the semigroup P/ for the Yoshida approximation of this SPDE (see [3, Proposition

7]): t
Ptaakf - akpta - / Pt—s(aAk-i-kaPsaf)dS'
0

In this paper we will establish the integration by parts formula of type (L2)) for the
associated semigroup which implies the estimate (I3]). Our results apply to a general
framework where the operator (—A)™/2 is replaced by a suitable linear operator o (see
Section 2) which can be degenerate (see Section 3), and the drift p(z) is replaced by a
general map b which may include a time delay (see Section 4). However, the price we
have to pay for the generalization is that the drift b should be regular enough.

2 Semilinear SPDEs

Let (H, (-,-),| -|) be a real separable Hilbert space, and (W (t)):>o a cylindrical Wiener
process on H with respect to a complete probability space (2,.%#,P) with the natural
filtration {.%; }1>0. Let Z(H) and Zys(H) be the spaces of all linear bounded operators
and Hilbert-Schmidt operators on H respectively. Let ||-|| and ||- || zs denote the operator
norm and the Hilbert-Schmidt norm respectively.



Consider the following semilinear SPDE
(2.1) dX(t) = {AX(t) + b(X(t)) }dt + odW (1),
where

(A1) (A, 2(A)) is a negatively definite self-adjoint linear operator on H with compact
resolvent.

(A2) Let H? be the completion of H under the inner product
<$7 y)H’z = <A_1£l§', A_ly>'

Let b: H — H~? be such that

1
/ [e“b(0)]dt < 0o, e (b(x) — b(y))| < A(t)le —yl, =,y €H,t>0
0

holds for some positive v € C'((0,00)) with fol ~(t)dt < 0.
(A3) 0 € Z(H) with Ker(oo*) = {0} and [ [[e“do|}¢dt < co.

According to (A1), the spectrum of A is discrete with negative eigenvalues. Let
0< Ao <---<A\,--- beall eigenvalues of —A counting the multiplicities, and let {e;};>1
be the corresponding unit eigen-basis. Denote Hy ,, = span{e; : 1 <i <n},n > 1. Then
H, = U2 H4, is a dense subspace of H. In assumption (A2) we have used the fact
that for any ¢ > 0, the operator e extends uniquely to a bounded linear operator from
H~2 to H, which is again denoted by e'4.

Due to assumptions (A1), (A2) and (A3), by a standard iteration argument we
conclude that for any € H the equation (ZI]) has a unique mild solution X*(¢) such
that X*(0) = x (see [4]). Let

Bif(x) = Ef(X*(1), fe P(H) zeH

be the associated Markov semigroup.
Let
|2lls = inf {|y| - y € H,Vooy=z}, xecH,

where inf () := oo by convention. Then ||z||, < oo if and only if x € Im(0).
Theorem 2.1. Assume that P, has an invariant probability measure p and Hy C Im(\/oo*).
(1) For any k € Hy such that

bz + ek) — b)),
(2.2) sup ||Okb(2)||» := sup lim sup oz + k) — b()| < 00,
xeH xeH €0 £

the form (&, CE(H)) is closable in L*(1).



(2) If oo* is invertible and b : H — H is Lipschitz continuous, then (&, CZ(H)) is
closable in L*(u) for any k € 2(A).

Proof. Since dW, := (00*)"/2¢dW, is also a cylindrical Brownian motion and odW, =
Voo*dW,, we may and do assume that o is non-negatively definite.

(1) Without loss of generality, we may and do assume that k is an eigenvector of A,
ie. Ak = Mk for some A € R. We first prove the case where b is Fréchet differentiable
along the direction k. By Ak = Ak we have

t At
1
kﬁ%z/e“%&ze k, t>0,
0

A
where for A = 0 we set =X = ¢. Due to ||k, < oo and ([ZZ), the proof of [I0, Theorem
5.1(1)] leads to the mtegratlon by parts formula
(2.3) Pr(0nf)(z) = B{f(X*(T))Myz}, feCy(H),zeHT >0,
where

e - W:/f<a-1<k—e“;%akww»»dw<t>>-
Since (2.2) implies

)\2 T e)\t -1 2
2 [ -1 —
(2.4) /}BE\MLﬂ p(dz) < o7 = 1)2/0 Ha (l{; 5y 8kb) N

(&, CZ(H)) is closable in L?(u) according to Proposition []
In general, for any € > 0 let

dt < oo,

2

gé}dr, zcH.

b-(z) = b(z + rk) exp [

ﬁﬁ_

Then for any ¢ > 0, b. is Fréchet differentiable along k and (2Z2]) holds uniformly in e
with b. replacing b. Let Pf be the semigroup for the solution X.(¢) associated to equation
(200 with b. replacing b. By simple calculations we have:

(i) limey E|X?(t) — X*()2 =0, t >0,z € H.

(ii) For any T > 0, the family

VM=o [ (7 (k- S @), av), e o

is bounded in L*(P X p); i.e. sup,.q [z B|M,r]? p(dz) < oo
(i) PEO)) = E(F(XET)ME), f € ChH),= >0,



So, there exist M., € L*(P x ) and a sequence &, | 0 such that M7, — M. weakly in
L2(P x ). Thus, by taking n — oo in (iii) and using (i), we prove ([23) for u-a.e. x € B.
Then the proof of the first assertion is completed as in the first case.

(2) Since o is invertible, (A3) implies o := Y >°, + 5. < 00. Next, since the Lipschitz

constant [|b]|« of b is finite, the integration by parts formula (Z3) also implies explicit
Fomin derivative estimates on the invariant probability measure, which were investigated
recently in [3]. Indeed, it follows from (23) and (24 that

05| = juf e(Pr(0uf))| < VP ([ B piao))

< k] £l 22 gfgﬁ(/ﬂ)a—l([— eM}\_lﬁbﬂEOdt)%, Ak = Ak

By taking k = ¢;, T = A; ' and A = —); in the above estimate, for any k € Z(A) we have

(‘9kf|<Z|k:eZ 8f|<<2)\2k:el)
—1 2 _ %
< bl 3o s (1 S 0o01)) 1

< ClAK] - (| f 122

|
VRS
()¢
>
=
SQD
kh
e
N—————
|

(2.5)

where C' := W (1—1—0/\;11 ]|8b||oo> . This implies the closablity of (&, CZ(H)) as explained

in the proof of Proposition [l Indeed, if {f,},>1 C CZ(B) satisfies f, — 0 and Oy f,, — Z
in L?(), then (Z3) implies

(g 2)| = lim [u(g0fn)l = lim [1(9k(fng) = 1(faOkg)l
< ClAK] lim /p((fa9)?) =0, g € Cy(B),

so that Z = 0. [l

To conclude this section, let us recall a result concernlng existence and stability of
the invariant probability measure. Let W, (¢ f e=9)5dW (s),t > 0. Assume that b is
Lipschitz continuous and [ [ o3, gdt < oo. We have

StggIE(IIWA(t)II2 +[B(Wa(t)]?) < oo.

Therefore, by [B, Theorem 2.3], if there exist ¢; > 0, ¢y € R with ¢; + ¢o > 0 such that
<A(LU - y),l’ - y) < _Cl‘x - y|27 <b($) - b(y),x - y) < _02"]: - y|27 T,y € Ha

then P, has a unique invariant probability measure such that lim; ,,, P,f = u(f) holds
for f € C,(H).



3 Stochastic Hamiltonian systems on Hilbert spaces

Let H and H be two separable Hilbert spaces. Consider the following stochastic differential
equation for Z(t) := (X(¢),Y(¢)) on H x H:

dX () = BY (t)dt,
dY () = {AY (£) + b(t, X (), Y (1)) }dt + odW (¢),

where B € Z(H — H), (A, 2(A)) satisfies (A1), o satisfies (A3), W (t) is the cylindrical
Brownian motion on H, and b 0,00) x H x H — H? satisfies: for any 7' > 0 there
exists v € C((0,T]) with fo t)dt < oo such that

(3.1)

sup / le"b(s,0)|dt < 1,
(32) s€0,71Jo
sup |e(b(s, z) —b(s, 2))| < ~(t)|z — 2|, te[0,T],2 2 € H x H.

s€[0,7T7

Obviously, for any initial data z := (z,y) € H, the equation has a unique mild solution
Z*(t). Let P, be the associated Markov semigroup.

When H and H are finite-dimensional, the integration by parts formula of P, has
been established in [10, Theorem 3.1]. Here, we extend this result to the present infinite-
dimensional setting.

Proposition 3.1. Assume that BB* € Z(H) with Ker(BB*) = {0}. Let T > 0 and
k:= (k1, ko) € Im(BB*) x H be such that

(3.3) Aky = O3k, AB*(BB*)"'ky = 6,B*(BB*) "Iy
for some constants 0,0, € R. For any ¢, € C*([0,T]) such that
B4) 00 = o(T) = p(0) = p(1) ~1 = [ Pt =0, [ oo =T
let 0 0

o) = B (BB [ )T by [ (o)
()T B (BB*) " ky 4 (1) "D,

< 0 Bh( (t)), t € [0, 7).

If for any t € [0,T7], b(s,-) is Fréchet differentiable along ©(t) such that

(3.5) / sup ||1/(t) — (owb(t, ) (2)||2dt < oo,

0 zeHxH

then for any f € CH(H x H),

Pr(0f) = E{f(Z(T)> / {00y () = et NZ(E). dW<t>>}.



Proof. As explained in the proof of Theorem 21|, we simply assume that o = v/oo*. Let
(XO®t),YO(t)) = (X(t),Y(t)) solve BI) with initial data (z,y), and for e € (0, 1] let
(X©(t),Y=(t)) solve the equation

(3.6) dXe(t) = BY*(t)dt, X°(0) = u,
' dY=(t) = odW (t) + {b(t, X (¢),Y (t)) + AY=(t) + e’ (t) }dt, Y=(0) = y.

Then it is easy to see from ([B3]) and ([B.4]) that

Ye(t) —Y(t) = 5/t el=94p! (s)ds

0

t t
= eB*(BB*) 'k, / (b’(s)egl(s_T)eel(t_s)ds + 6k2/ w/(s)e(’?(s_T)eOQ(t_s)ds
0 0

= e(¢(t)e" B (BB*) ky 4 1 (t)e” " ky) = ehft),

and hence,

Xe(t) - X(t)=¢ /Ot Bh(s)ds

=¢ (kl /0 t o(r)e" "D dr + (Bk,) /0 t w(r)e92<’“—T>dr) .
So,
(3.7) XE(t) — X(t) = eO(t), te[0,T],

and in particular
(3.8) (X(T),Y(T)) = (X(T),Y(T)) + ek
due to ([B4]). Next,
(3.9) E.(s) =eh'(s) +b(s, X (s),Y(s)) —b(s, X?(s),Y*(s))
and . LT

R. = exp {— /0 (o7& (), dW (s)) — 5/0 |J_1§€(s)|2ds].
We reformulate (3.6]) as

(3.10) dXe(t) = BY=(t)dt, X°(0) ==,
' dYe(t) = adWe(t) + {b(t, X=(t),Ye(t)) + AYE(t)}dt, Y=(0) = v,
where by ([BH) and 31,

We(t) .= Wi(t) + /t o' (s)ds, te[0,T]

8



is a cylindrical Brownian motion under the weighted probability measure Q. := R.P.
Since |&| is uniformly bounded on [0,77], by the dominated convergence theorem and
B), for any f € C}(H x H) we obtain

fUX(T), Y(T)) +ek) — FI(X(#), Y(2)))

Pr(oxf) = hI%E

o ST YED)) - RF(XA(D). V(D))
- E(f(Z(T)) i L)

:E(f(Z(T))/OT< LR (1) = Bowb) (Z() ), dW(t)>).
O

To apply this result, we present here a specific choice of (¢, 1) such that ([3.4]) holds:

o) = fOT s(T — s)e"lsds’ vit) = T T 2

91Tt T ¢ 02(T—t) t2
) ¢ (3 ). el

Theorem 3.2. Let H = H = H and Ker(B) = {0}. Let b(t,-) = b do not dependent on t
such that P, has an invariant probability measure p. If

—17. o B
11 sup Gim WEHTBTR R 0@ ylle gy e (BHL) x B,

(z,y)cHxH ™0 r

Then for any (kyi,ky) € (BH4) x Ha, the form (&, CZ(H x H)) is closable in L* ().

Proof. Tt suffices to prove for k = (ki,ky) such that B7'k; and ky are eigenvectors of
A, ie. AB 'k = 0,B 'ky and Ak, = 6k, hold for some 61,0, € R. As explained
above there exists 7" > 0 such that ([3.4]) holds for some ¢, € C*°([0,7T]). Moreover, as
explained in the proof of Theorem 2.1l by taking

2

((z,y) +76(s ))exp[—g—g]dr, s € (0,7, (x,y) € Hx H

be(s,z,y) = \/ﬂ

for € > 0, such that (BII]) holds uniformly in € > 0 and s € [0, 7] with b.(s, -) replacing
b, we may and do assume that b(s,-) is Fréchet differentiable along ©(s). Then the
integration by parts formula in Proposition 3] holds, and due to (BI1]) we have

My ;:/0 (00" {0 () — (@ob(t, )(Z(0)}, AW (D)) € L(B x ).

Therefore, by Proposition [T} the form (&, CZ(H x H)) is closable on L?(p). O

Below are typical examples of the stochastic Hamiltonian system with invariant prob-
ability measure such that Theorem applies.

9



Example 3.1. Let H=H = H.

(1) Let H = R for some d > 1. When 0 = B = I, A < —\I for some A > 0 is a
negatively definite d x d-matrix, and b(z,y) = A7*VV (x) for some V € C?(R?) such that
fRd e V@ dg < oo. Then the unique invariant probability measure of P, is

A
2

p(dz, dy) = Ce™V@+2Avv qady,

where C' > 0 is the normalization. See [2 [6, O] for the study of hypercoercivity of the
associated semigroup P, with respect to p, as well as [I2] for the stronger property of
hypercontractivity.

(2) In the infinite-dimensional setting, let 0 = B = I and A be negatively definite such
that A~1 is of trace class. Take b(x,y) = A~'Qx for some positively definite self-adjoint
operator Q on H such that Q! is of trace class and

1
/ 4 A71Q||dt < 1.
0

Then it is easy to see that
p(dz, dy) = Ng-1(dz)N_4-1(dy)

is an invariant probability measure.
(3) More generally, let 0 = B = I and

b(z,y) = b(z) == A'VV(z), (z,y) € H x Hy

for some Fréchet differentiable V' : Hy — R such that (8I1]) holds. For any n > 1, let

n

Vn(’f’) =Vo QOn(T), QDn(T> = Zrieiv r= (Tlv e 7Tn> S R™.

i=1

If fRn e~ V("dr < 0o and when n — oo the probability measure

1
w(D) = ————— e V"Mdr, D e B(H
vn(D) o e Vel dr /%I(D) (HL)
converges weakly to some probability measure v, then p := v x N_4-1 is an invariant

probability measure of P,. This can be confirmed by (1) and a finite-dimensional ap-
proximation argument. Indeed, let m, : H — Hy, be the orthogonal projection, and let
A, = m, AW, = m,W and b,(z,y) = 7, VV(x). Let X, (¢) solve the finite-dimensional
equation

AY, (1) = {ApY,(t) + ba (Xa () bt + AW, (2)

with (X,,(0),Y,(0)) = (7,X(0), 7,Y(0)). Then the proof of [I1, Theorem 2.1] yields that
for every t > 0,

{an(t) = Y, (t)dt,

lim E(|X,(t) — X(0)]* + |[Ya(t) = Y (¢)]) =0

n—oo

10



uniformly in the initial data (X (0),Y(0)) € H x H. Thus, letting P be the semigroup
for (X, (t),Y,(t)), we have

lim  sup [P f(mar, may) — Pof(z,y)| =0, f € CL(H x H).

=00 (zy)cHxH

Combining this with the assertion in (1) and noting that v, x (N_s-1 o, 1) — u weakly
as n — 0o, we conclude that p is an invariant probability measure of ;.

4 Semilinear SPDEs with delay

For fixed 7 > 0, let €, = C([—7,0];H) be equipped with the uniform norm |[7|/. =
SUPge(—r0) [1(0)]. For any § € C([—7,00); H), we define . € C([0,00); €;) by letting

&(0)=¢(t+0), 0€]—T1,0],t>0.
Consider the following stochastic differential equation with delay:
(4.1) dX(t) = {AX(t) + b(X,) }dt + odW (1), X, € E,

where (A, Z(A)) satisfies (A1), o satisfies (A3), and b : ¢, — H satisfies: for any 7" > 0
there exists v € C((0,77]) with fOTv(t)dt < oo such that

T
(4.2) /0 sup [e"(s, 0)[*dt < oo, [e"(b(s,&)=b(s,m)[* < (B)llE—nll, t.s € [0,T].

s€[0,T

Then for any initial datum & € %, the equation has a unique mild solution X*(t) with
Xo=¢&. Let P, be the Markov semigroup for the segment solution X;.
Let

0

¢t = {7} € :n0) € 2(A) for 0 € |-, 0],/

—T

(49O + W (0)2)a8 < oo .

The following result is an extension of [10, Theorem 4.1(1)] to the infinite-dimensional
setting.

Proposition 4.1. For anyn € €* and T > 7, let

r(t) = ﬁe(s”_T)An(—T), if s €10, T — 7],
T\ (s=T)=An(s—=T), ifse (T —71T],

and
£v0
O(t) ::/ [(s)ds, te[-7,T].
0
If b(t,-) is Fréchet differentiable along ©, fort € [0,T] such that

(4.3) sup [ |[T(0) ~ (Ve b7, ))(6) [t < .

€t Jo

11



then
(4.4)

Pr(9,f) = E(f(XT) / (00" T - (Toblt. ~>><Xt>),dW<t>>), f € Ci@).

Proof. Simply let ¢ = y/oo* as in the proof of Theorem 2. For any ¢ € (0, 1), let X=(¢)
solve the equation

(4.5) dXe(t) = {AX®(t) + b(t, Xy) + () }dt + odW (2), X = Xo.
We have
++
Xe(t) — X(t) = 5/ =94 (s)ds
(4.6) 0
et ma
= ﬁe 77(_7')1[—77T—r) (t) +en(t — T)l[T_ﬂT} (t), te[-7,T].

In particular, we have X5 — X = en. To formulate Pr using X5, rewrite (d3) by
dXe(t) = {AX(t) + b(t, X7)}dt + odW.(t), X§ = X,

where

W.(t) :=W(t)+ /0 E(s)ds, &.(s):=0b(s, X,) —b(s, XZ) +el(s).

By (43) and the Girsanov theorem, we see that {W.(t)}.c0.77 is a cylindrical Brownian
motion on H under the probability measure dQ. := R.dP, where

R. = exp [ /0 : <a—1(b(t,X§) —b(t, X,) — D(1)), dW(t)>].

Then
E(f(X1)) = Prf = E(R.f(X7)).

Combining this with X7 = X + en and using (£0]), we arrive at
.1 1 e e
Pr(0,f) =lim “E{f(Xr +en) — f(Xr)} = lim “E{f(X7) — R f(X7)}

) — el [ (o7 (00 - Vet D). awo) |

—E(/(Xr) lim
]

Theorem 4.2. Let b(t,-) = b be independent of t such that P, has an invariant probability
measure pr. If Im(o) D Hy and

16(€ +en) — bl

(4.7) sup lim sup <00, NEECN (Unzl C([—,0]; HA7H)>,

IS A
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then for any n € €* N (Uy>1 C([—7,0];Ha,,)), which is dense in €;, the form

8(frg) == / 0,1)@,9)d, f.9 € C2(%,)

is closable in L ().

Proof. For any € € (0,1) let

\/_/ (E+16y) exp[

Then b.(t,-) is Féchet differentiable along ©, and (A1) holds uniformly in £ with b.(¢, -)
replacing b. Moreover, € €} N (Uy>1 C([—7,0];H,)) implies that 6, € €' N (U1
C([~7,0];H,)) and (1) holds uniformly in ¢ € [0,7] and ¢ € (0,1) with ©, and b.(t,-)
replacing 1 and b respectively. Combining this with Im(o) D H,, we conclude that (3]
holds uniformly in € with b. replacing b. Therefore, as explained in the proof of Theorem
211 we may assume that b is Fréchet differentiable along ©,,t € [0, T, and by Proposition
[4.1] the integration by parts formula (4.4]) holds. Moreover, (A7) implies

2
T
2€]dr, £CE,.

be(t,§) =

My / ((00") 2(1(1) ~ (Vo b(t, ) (X)), AW (1) ) € L3P x ).

Then the proof is finished by Proposition [Tl O

Finally, we introduce the following example to illustrate Theorem [4.2]

Example 4.1. Let b(§) = F(&(-71)),¢ € €, for some F € C}(H). If o is Hilbert-
Schmidt and

<£I§',AZI§' + F(y) - F(y/)> S —)\1|Zl§'|2 + )‘2|y - y/|2> x,y € ]HL

for some constants Ay > Ay > 0, then according to [Il, Theorem 4.9] P, has a unique
invariant probability measure p. If moreover Im(o) O Hy and for any y € Hy there exists

a constant 7 7
r+ey)— F(r)|s
lim sup sup |F(z + ey) @)l < 00,
el0 el €

then by Theorem I2] for any n € €' N (Up>1 C([—7,0]; Ha)) the form (&, C3(€;)) is
closable on L?(p).
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