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(57) ABSTRACT

This application discloses example image generation meth-
ods. One example method includes obtaining a target vector.
The target vector can then be separately input to a first
generator and a second generator to correspondingly gener-
ate a first sub-image and a second sub-image, where the first
generator is obtained by a server by training, based on a
low-frequency image and a first random noise variable that
satisfies normal distribution, a first generative adversarial
network (GAN), the second generator is obtained by the
server by training, based on a high-frequency image and a
second random noise variable that satisfies the normal
distribution, a second GAN, and a frequency of the low-
frequency image is lower than a frequency of the high-
frequency image. The first sub-image and the second sub-
image can then be synthesized to obtain a target image.
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IMAGE GENERATION METHOD AND
APPARATUS, AND COMPUTER

CROSS-REFERENCE TO RELATED
APPLICATIONS

[0001] This application is a continuation of International
Patent Application No. PCT/CN2020/110394, filed on Aug.
21, 2020, which claims priorities to Chinese Patent Appli-
cation No. 202010695936.6, filed on Jul. 17, 2020 and
Chinese Patent Application No. 201910883761.9, filed on
Sep. 18, 2019. All of the aforementioned patent applications
are hereby incorporated by reference in their entireties.

TECHNICAL FIELD

[0002] This application relates to the image processing
field, and in particular, to an image generation method and
apparatus, and a computer.

BACKGROUND

[0003] Image generation is one of the most important
research fields of computer vision, and is applied to image
inpainting, image classification, virtual reality, and other
related technologies. In terms of technical development of
self-driving, diversity of generation scenarios and retention
of objects in the scenarios are two different technical diffi-
culties. One reason is that learning of mapping between
various attribute variables and high-dimensional represen-
tations of images due to complexity of the scenarios is one
of problems that have not been resolved in academia. The
other reason is that pixels of images in outdoor scenarios are
greatly changed due to illumination, scales, and blocking.
Compared with robust recognition performance of humans,
recognition performance of existing algorithms still needs to
be greatly improved.

[0004] At present, an image generation technology has
made some achievements in research of neural networks,
especially has achieved best effect in a generative adver-
sarial network (GAN). A GAN includes at least a generator
and a discriminator. The generator is a network structure that
uses a random noise variable to generate an image. Ideally,
the generated image is very similar to a real image. The
discriminator is a metric network used to distinguish the real
image from the generated image. The GAN improves its
performance through game learning between the generator
and the discriminator, so that when performance meets a
requirement, the generator can generate a high-quality
image based on an input variable.

[0005] However, the biggest disadvantage of an existing
generative adversarial network is instability of a generation
process, which leads to poor quality of an image generated
by the generative adversarial network.

SUMMARY

[0006] Embodiments of this application provide an image
generation method and apparatus, a computer, a storage
medium, a chip system, and the like, to improve image
generation quality by using a GAN technology.

[0007] According to a first aspect, this application pro-
vides an image generation method. The method may
include: obtaining a target vector; separately inputting the
target vector to a first generator and a second generator to
correspondingly generate a first sub-image and a second
sub-image, where the first generator is obtained by a server
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by training, based on a low-frequency image and a first
random noise variable that satisfies normal distribution, an
initially-configured first generative adversarial network
GAN, the second generator is obtained by the server by
training, based on a high-frequency image and a second
random noise variable that satisfies normal distribution, an
initially-configured second generative adversarial network
GAN, and a frequency of the low-frequency image is lower
than a frequency of the high-frequency image; and synthe-
sizing the first sub-image and the second sub-image to
obtain a target image.

[0008] In some possible implementations of the first
aspect, the method may further include: obtaining the low-
frequency image and the high-frequency image; obtaining
the first random noise variable and the second random noise
variable; setting the low-frequency image and the high-
frequency image as training samples of the first GAN and
the second GAN respectively; training the first GAN by
using the low-frequency image and the first random noise
variable to obtain the first generator; and training the second
GAN by using the high-frequency image and the second
random noise variable to obtain the second generator.

[0009] In some possible implementations of the first
aspect, the obtaining the low-frequency image and the
high-frequency image may include: obtaining an original
image; and performing wavelet transform processing on the
original image to obtain the low-frequency image and the
high-frequency image. The synthesizing the first sub-image
and the second sub-image to obtain a target image may
include: synthesizing the first sub-image and the second
sub-image through inverse wavelet transform processing to
obtain the target image.

[0010] In some possible implementations of the first
aspect, the performing wavelet transform processing on the
original image to obtain the low-frequency image and the
high-frequency image may include: performing discrete
wavelet transform processing on the original image to obtain
at least one low-frequency image and at least one high-
frequency image that include K resolutions, where a Q
resolution corresponds to M, low-frequency images and N,
high-frequency images, K, M, and N, are all positive
integers, and Q=1, 2, 3, . .., or K. The training the first GAN
by using the low-frequency image and the first random noise
variable to obtain the first generator may include: training
S, initially-configured low-frequency GANs by using the
M,, low-frequency images at the Q" resolution and the first
random noise variable to obtain S, low-frequency genera-
tors, where S, is an integer greater than or equal to 1. The
training the second GAN by using the high-frequency image
and the second random noise variable to obtain the second
generator may include: training W, initially-configured
high-frequency GANs by using the N, high-frequency
images at the Q” resolution and the second random noise
variable to obtain W, high-frequency generators, where W,
is an integer greater than or equal to 1. The separately
inputting the target vector to a first generator and a second
generator to correspondingly generate a first sub-image and
a second sub-image may include: separately inputting the
target vector to Zgle Sy low-frequency generators and
25 W, high-frequency generators to obtain ZQZIK. So
low-frequency generation sub-images and X Qle W, high-
frequency generation sub-images. The synthesizing the first
sub-image and the second sub-image through inverse wave-
let transform processing to obtain the target image may
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include: synthesrzrng the 2, IK S, low-frequency genera-
tion sub-images and the ZQ " W h1gh frequency genera-
tion sub-images through inverse d1screte wavelet transform
processing to obtain the target image.

[0011] In some possible implementations of the first
aspect, in a process of training any generator, the method
further includes: using output of any other one or more
generators as input to the generator, where the any other one
or more generators include any one or more generators other
than the generator in the low-frequency generators and the
high-frequency generators.

[0012] In some possible implementations of the first
aspect, the first random noise variable and the second
random noise variable are orthogonal.

[0013] In some possible implementations of the first
aspect, the M, low-frequency images may include a first
low-frequency image, and the N, high-frequency images
may include a first high-frequency image, a second high-
frequency image, and a third high-frequency image. The first
low-frequency image may include low-frequency informa-
tion of the original image in a vertical direction and a
horizontal direction, the first high-frequency image may
include low-frequency information of the original image in
the vertical direction and high-frequency information of the
original image in the horizontal direction, the second high-
frequency image may include high-frequency information of
the original image in the vertical direction and low-fre-
quency information of the original image in the horizontal
direction, and the third high-frequency image may include
high-frequency information of the original image in the
vertical direction and high-frequency information of the
original image in the horizontal direction. The training Se
initially- conﬁgured low- frequency GANSs by using the M
low- frequency images at the Q” resolution and the ﬁrst
random noise variable to obtain S, low-frequency genera-
tors includes: training a first low- frequency GAN by using
the M, low- frequency images at the Q” resolution and the
first random noise variable to obtain a Q% low-frequency
generator. The tra1n1ng W,, initially-configured high-fre-
quency GANSs by using the N, high- frequency images at the
Q™ resolution and the second random noise variable to
obtain W, high-frequency generators includes: training a
Q™ initially-configured first high-frequency GAN by using
the first high-frequency image at the Q” resolution and a
third random noise variable to obtain a Q” first high-
frequency generator; training a Q” initially-configured sec-
ond high-frequency GAN by using the second high-fre-
quency image at the Q? resolution and a fourth random
noise variable to obtain a Q” second high-frequency gen-
erator; and training a Q™ initially-configured third high-
frequency GAN by using the third high-frequency image at
the Q resolution and a fifth random noise variable to obtain
a Q” third high-frequency generator The separately input-
ting the target vector to 2, S low-frequency generators
and 21 W high-frequency generators to obtain ZQ "
Sy low- frequency generation sub-images and ZQ Wy
high-frequency generation sub-images includes: separately
inputting the target vector to K low-frequency generators, K
first high-frequency generators, K second high-frequency
generators, and K third high-frequency generators, to obtain
K low-frequency generation sub-images, K first high-fre-
quency generation sub-images, K second high-frequency
generation sub-images, and K third high-frequency genera-
tion sub-images. The synthesizing the Zgle Sy low-fre-
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quency generation sub-images and the Zgle W, high-
frequency generation sub-images through inverse discrete
wavelet transform processing to obtain the target image
includes: synthesizing the K low-frequency generation sub-
images, the K first high-frequency generation sub-images,
the K second high-frequency generation sub-images, and the
K third high-frequency generation sub-images through
inverse discrete wavelet transform processing to obtain the
target image.

[0014] In some possible implementations of the first
aspect, the method further includes: obtaining an original
image; and performing discrete cosine transform processing
on the original image to obtain the low-frequency image and
the high-frequency image. The synthesizing the first sub-
image and the second sub-image to obtain a target image
may include: synthesizing the first sub-image and the second
sub-image through inverse discrete cosine transform pro-
cessing to obtain the target image.

[0015] In some possible implementations of the first
aspect, the method further includes: obtaining an original
image; and performing Fourier transform processing on the
original image to obtain the low-frequency image and the
high-frequency image. The synthesizing the first sub-image
and the second sub-image to obtain a target image may
include: synthesizing the first sub-image and the second
sub-image through Fourier transform processing to obtain
the target image.

[0016] In some possible implementations of the first
aspect, the method further includes: superimposing the
target image on an image generated by another generator to
obtain a final target image, where superimposition may be a
weighted combination. It should be noted that the another
generator may be any generator in the conventional tech-
nology, and the generator also participates in a training
process. A weight adjustment factor o can be self-learned
based on a dataset, and a value of a varies depending on
different datasets in different scenarios.

[0017] According to a second aspect, this application
provides an image generation apparatus. The apparatus may
be a computer, and the computer may be a terminal device
or a server. For example, the computer may be a device
having a high requirement on image quality, such as a
smartphone, a smart television (or referred to as a smart
screen), a virtual reality device, an augmented reality device,
a mixed reality device, or an in-vehicle device (including a
device used for assisted driving and unmanned driving). The
apparatus may also be considered as a software program,
and the software program is executed by one or more
processors to implement functions. The apparatus may also
be considered as hardware, and the hardware includes a
plurality of functional circuits configured to implement
functions. The apparatus may also be considered as a
combination of a software program and hardware.

[0018] The apparatus includes: a transceiver unit, config-
ured to obtain a target vector; and a processing unit, con-
figured to: separately input the target vector to a first
generator and a second generator to correspondingly gener-
ate a first sub-image and a second sub-image, where the first
generator is obtained by the computer by training, based on
a low-frequency image and a first random noise variable that
satisfies normal distribution, an initially-configured first
generative adversarial network GAN, the second generator
is obtained by the computer by training, based on a high-
frequency image and a second random noise variable that
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satisfies normal distribution, an initially-configured second
generative adversarial network GAN, and a frequency of the
low-frequency image is lower than a frequency of the
high-frequency image; and synthesize the first sub-image
and the second sub-image to obtain a target image.

[0019] In some possible implementations of the second
aspect, the transceiver unit is further configured to obtain the
low-frequency image, the high-frequency image, the first
random noise variable, and the second random noise vari-
able. The processing unit is further configured to: set the
low-frequency image and the high-frequency image as train-
ing samples of the first GAN and the second GAN respec-
tively, train the first GAN by using the low-frequency image
and the first random noise variable to obtain the first
generator, and train the second GAN by using the high-
frequency image and the second random noise variable to
obtain the second generator.

[0020] In some possible implementations of the second
aspect, the transceiver unit is specifically configured to
obtain an original image. The processing unit is specifically
configured to: perform wavelet transform processing on the
original image to obtain the low-frequency image and the
high-frequency image, and synthesize the first sub-image
and the second sub-image through inverse wavelet transform
processing to obtain the target image.

[0021] In some possible implementations of the second
aspect, the processing unit is specifically configured to:
perform discrete wavelet transform processing on the origi-
nal image to obtain at least one low-frequency image and at
least one high-frequency image that include K resolutions,
where a Q” resolution corresponds to M,, low-frequency
images and N, high-frequency images, K, M,,, and N, are
all positive integers, and Q=1, 2, 3, ., or K; train S,
initially- conﬁgured low- frequency GANs by using the M,,
low- frequency images at the Q” resolution and the ﬁrst
random noise variable to obtain S, low-frequency genera-
tors, where S, is an integer greater than or equal to 1; train
W,, initially- conﬁgured high- frequency GANSs by using the
N, high- frequency images at the Q resolution and the
second random noise variable to obtain W, high-frequency
generators, where WQ is an integer greater than or equal to
1; separately input the target vector to Z ,1 o low-
frequency generators andZ o1 w o high- frequency genera-
tors to obtain ZQ 8o low frequency generation sub-
1mages and Z,_ K W, high- frequency generation sub-
images; and synthe51ze the Zg,l Sy low-frequency
generation sub-images and the ZQ:1 W, high-frequency
generation sub-images through inverse discrete wavelet
transform processing to obtain the target image.

[0022] In some possible implementations of the second
aspect, in a process of training any one generator, the
processing unit is configured to use output of any other one
or more generators as input to the generator, where the any
other one or more generators include any one or more
generators other than the generator in the low-frequency
generators and the high-frequency generators.

[0023] In some possible implementations of the second
aspect, the first random noise variable and the second
random noise variable are orthogonal.

[0024] In some possible implementations of the second
aspect, the M, low-frequency images may include a first
low-frequency image, and the N, high-frequency images
may include a first high-frequency image, a second high-
frequency image, and a third high-frequency image. The first
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low-frequency image may include low-frequency informa-
tion of the original image in a vertical direction and a
horizontal direction, the first high-frequency image may
include low-frequency information of the original image in
the vertical direction and high-frequency information of the
original image in the horizontal direction, the second high-
frequency image may include high-frequency information of
the original image in the vertical direction and low-fre-
quency information of the original image in the horizontal
direction, and the third high-frequency image may include
high-frequency information of the original image in the
vertical direction and high-frequency information of the
original image in the horizontal direction. The processing
unit is speciﬁcally configured to: train a first low-frequency
GAN by using the M, low- frequency images at the Q”
resolution and the first random n01se variable to obtain a Q
low-frequency generator; train a Q” initially-configured first
high-frequency GAN by using the first high-frequency
image at the Q™ resolution and a third random noise variable
to obtain a Q” first high-frequency generator; train a Q”
initially-configured second high-frequency GAN by using
the second high-frequency image at the Q™ resolution and a
fourth random noise variable to obtain a Q” second high-
frequency generator; train a Q” initially-configured third
high-frequency GAN by using the third high-frequency
image at the Q” resolution and a fifth random noise variable
to obtain a Q% third high-frequency generator; separately
input the target vector to K low-frequency generators, K first
high-frequency generators, K second high-frequency gen-
erators, and K third high-frequency generators, to obtain K
low-frequency generation sub-images, K first high-fre-
quency generation sub-images, K second high-frequency
generation sub-images, and K third high-frequency genera-
tion sub-images; and synthesize the K low-frequency gen-
eration sub-images, the K first high-frequency generation
sub-images, the K second high-frequency generation sub-
images, and the K third high-frequency generation sub-
images through inverse discrete wavelet transform process-
ing to obtain the target image.

[0025] In some possible implementations of the second
aspect, the transceiver unit is specifically configured to
obtain an original image. The processing unit is specifically
configured to: perform discrete cosine transform processing
on the original image to obtain the low-frequency image and
the high-frequency image, and synthesize the first sub-image
and the second sub-image through inverse discrete cosine
transform processing to obtain the target image.

[0026] In some possible implementations of the second
aspect, the transceiver unit is specifically configured to
obtain an original image. The processing unit is specifically
configured to: perform Fourier transform processing on the
original image to obtain the low-frequency image and the
high-frequency image, and synthesize the first sub-image
and the second sub-image through Fourier transform pro-
cessing to obtain the target image.

[0027] In some possible implementations of the second
aspect, the method further includes a superimposition unit,
where the superimposition unit is configured to superimpose
the target image on an image generated by another generator
to obtain a final target image, and superimposition may be a
weighted combination. It should be noted that the another
generator may be any generator in the conventional tech-
nology, and the generator also participates in the training
process.
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[0028] A third aspect of embodiments of this application
provides a computer for image generation, and the computer
may include a processor, a memory, and a transceiver. The
transceiver is configured to communicate with an apparatus
other than the computer. The memory is configured to store
instruction code. When the processor executes the instruc-
tion code, the computer is enabled to perform the method
according to any one of the first aspect or the implementa-
tions of the first aspect.

[0029] A fourth aspect of embodiments of this application
provides a computer storage medium. The medium stores
instructions, and when the instructions are run on a com-
puter, the computer is enabled to perform the method
according to any one of the first aspect or the implementa-
tions of the first aspect.

[0030] A fifth aspect of embodiments of this application
provides a computer program product. The computer pro-
gram product may include instructions, and when the
instructions are run on a computer, the computer is enabled
to perform the method according to any one of the first
aspect or the implementations of the first aspect.

[0031] A sixth aspect of embodiments of this application
provides a chip system, including an interface and a pro-
cessing circuit. The chip system obtains a software program
through the interface, and executes the software program
and implements the method according to any one of the first
aspect or the implementations of the first aspect through the
processing circuit.

[0032] A seventh aspect of embodiments of this applica-
tion provides a chip system, including one or more func-
tional circuits. The one or more functional circuits are
configured to implement the method according to any one of
the first aspect or the possible implementations of the first
aspect.

[0033] It can be learned from the foregoing technical
solutions that embodiments of this application have the
following advantages:

[0034] After obtaining the first generator and the second
generator through training, the computer separately inputs
the target vector to the first generator and the second
generator, to correspondingly generate the first sub-image
and the second sub-image. Then, the first sub-image and the
second sub-image are synthesized to obtain the target image.
Because the first generator is obtained by training the
initially-configured first GAN in advance by using the first
random noise variable and the low-frequency image, and the
second generator is obtained by training the initially-con-
figured second GAN in advance by using the second random
noise variable and the high-frequency image, the corre-
spondingly generated first sub-image and second sub-image
are also a low-frequency image and a high-frequency image
respectively. It should be noted that, based on definition of
a frequency of an image, the high-frequency image may
better reflect detail information of the image, for example,
contour information of each subject feature in the image, and
low-frequency image may better reflect main information of
the image, for example, information such as a grayscale and
a color of the image. In the solutions, the low-frequency
image and the high-frequency image are separately gener-
ated, so that detail information and main information of the
to-be-generated target image can be better retained in a
process of generating the target image. In this way, better
quality of the generated target image is ensured.
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BRIEF DESCRIPTION OF DRAWINGS

[0035] To describe the technical solutions in embodiments
of this application or in the conventional technology more
clearly, the following briefly describes the accompanying
drawings for describing embodiments or the conventional
technology. It is clear that the accompanying drawings in the
following description show merely some embodiments of
this application, and a person of ordinary skill in the art may
still derive other drawings from these accompanying draw-
ings without creative efforts.

[0036] FIG. 1 is a schematic diagram of a structure of an
existing generative adversarial network;

[0037] FIG. 2 is a schematic flowchart of generating an
image by using a GAN technology in the conventional
technology;

[0038] FIG. 3 is a schematic diagram of a structure of an
existing convolutional neural network;

[0039] FIG. 4 is a schematic diagram of another structure
of an existing convolutional neural network;

[0040] FIG. 5 is a schematic diagram of an embodiment of
an image generation method according to an embodiment of
this application;

[0041] FIG. 6 is a schematic diagram of an embodiment of
a system architecture according to an embodiment of this
application;

[0042] FIG. 7A and FIG. 7B are a schematic diagram of
another embodiment of an image generation method accord-
ing to an embodiment of this application;

[0043] FIG. 8 is a schematic diagram of an embodiment of
another system architecture according to an embodiment of
this application;

[0044] FIG. 9 is a schematic diagram of an embodiment of
a server according to an embodiment of this application; and
[0045] FIG. 10 is a schematic diagram of another embodi-
ment of a server according to an embodiment of this
application.

DESCRIPTION OF EMBODIMENTS

[0046] The following describes the technical solutions in
embodiments of this application with reference to the
accompanying drawings in embodiments of this application.
It is clear that the described embodiments are merely a part
rather than all of embodiments of this application. All other
embodiments obtained by a person of ordinary skill in the art
based on embodiments of this application without creative
efforts shall fall within the protection scope of this applica-
tion.

[0047] In recent years, artificial intelligence and deep
learning have become familiar terms. Generally, deep learn-
ing models may be classified into a discriminative model
and a generative model. Due to invention of algorithms such
as a back propagation (back propagation, BP) algorithm and
a random dropout (dropout) algorithm, the discriminative
model develops rapidly. However, due to difficulty in mod-
eling of the generative model, development of the generative
model is slow. This field rejuvenates until a GAN was
invented in recent years. With rapid development of theories
and models of the GAN, the GAN has been used in computer
vision, natural language processing, human-computer inter-
action, and other fields, and is extending to other fields.
[0048] As shown in FIG. 1, FIG. 1 is a schematic diagram
of a structure of a GAN. A basic structure of the GAN
includes a generator and a discriminator. In a GAN tech-
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nology inspired by a zero-sum game in a game theory, a
generative problem is considered as an adversarial game
between the two networks, namely, the discriminator and the
generator. To be specific, the generator uses given noise
(generally, the noise is uniformly distributed or normally
distributed) to generate synthetic data, and the discriminator
distinguishes output of the generator from real data. The
former tries to generate data closer to real data; and accord-
ingly the latter tries to more perfectly distinguish the real
data from the generated data. In this way, the two networks
progress in adversary, and continue contesting with each
other after progress. Data obtained by the generator becomes
more and more perfect and approximates the real data, so
that desired data (a picture, a sequence, video, and the like)
may be generated.

[0049] Specifically, an example in which the GAN is used
in the image processing field is used for description. In the
conventional technology, for a procedure of generating an
image by using the GAN technology, refer to a schematic
flowchart shown in FIG. 2. The following briefly describes
the steps.

[0050] S201: A server initially configures a GAN: When a
GAN is used to generate an image, the GAN needs to be first
initially configured on the server. A generator and a dis-
criminator in the initially-configured GAN may be weak,
and need to be trained.

[0051] S202: The server obtains a random noise variable
and an original image: After the GAN is initially configured
on the server, at least one random noise variable and at least
one original image may be input to the GAN.

[0052] S203: The server uses the original image as a
training sample, and trains the GAN by using the random
noise variable and the original image: After obtaining the
random noise variable and the original image, the server sets
the original image as the training sample of the initially-
configured GAN, and uses the generator in the GAN to
convert the random noise variable into a generated image for
deceiving the discriminator. Then, the server randomly
selects an image from the original image and the generated
image as input, and transmits the image to the discriminator.
The discriminator is essentially similar to a two-classifier.
After receiving the image transmitted by the generator, the
discriminator identifies the received image, determines
whether the image is the original image or the image
generated by the generator, and obtains a value of probabil-
ity that the image is the original image. Each time the value
of probability is obtained through calculation, the GAN may
calculate, based on the value of probability, loss functions
(loss functions) corresponding to the generator and the
discriminator, perform gradient back propagation by using a
back propagation algorithm, and sequentially update param-
eters of the discriminator and the generator according to the
loss functions. Specifically, when the discriminator and the
generator are updated, an update policy of alternative itera-
tion is used. To be specific, the generator is first fixed, and
the parameters of the discriminator are updated. Then, the
discriminator is fixed next time, and the parameters of the
generator are updated. After the parameters of the discrimi-
nator and generator are updated, a “forgery” capability of the
generator and a “forgery identification” capability of the
discriminator can be further improved. The GAN cyclically
performs a “generate-discriminate-update” process for a
plurality of times, so that the discriminator can finally
accurately determine whether an image is the original image.
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In addition, the generator approximates a probability distri-
bution function of the original image by using a probability
distribution function of the image generated based on the
first random noise variable. In this case, the discriminator
cannot determine whether the image transferred by the
discriminator is true or false, in other words, Nash equilib-
rium between the generator and the discriminator is finally
implemented. When Nash equilibrium is implemented,
training of the GAN is completed.

[0053] S204: When the training of the GAN is completed,
the server strips off the discriminator in the initially-config-
ured GAN, and retains the generator in the GAN: When the
training of the GAN is completed, the generator in the
initially-configured GAN meets a specified performance
requirement. In this case, the server may strip off the
discriminator network in the GAN, and reserve the generator
in the GAN as an image generation model.

[0054] S205: The server obtains a target variable: After the
server trains the GAN to obtain a trained generator, the
server obtains the target vector when a target image needs to
be generated.

[0055] S206: The server processes the target vector by
using the trained generator to obtain the target image. After
obtaining the target variable, the server inputs the target
vector to the generator, and the generator performs process-
ing to generate the target image. In an actual application, the
target vector may be a random noise variable obtained by the
server from external input or generated by the server, or may
be a specific variable that includes image feature informa-
tion that needs to be generated. Specifically, for example, the
original image includes a plurality of scenery images in
reality. If the target vector target vector is the random noise
variable, a finally output target image may be a synthesized
image whose style is similar to that of the original image. If
the target vector target vector includes the image feature
information that needs to be generated (for example, image
elements need to include mountains and contour information
of the mountains), the finally output target image may be a
synthesized image that includes the image feature informa-
tion and whose style is similar to that of the original image.
[0056] In an earliest GAN theory, the generator and dis-
criminator do not need to be neural networks, but need to be
able to fit corresponding generative and discriminant func-
tions. However, with development of the GAN, networks of
the generator and the discriminator are mostly implemented
in neural networks due to a good fitting ability and a good
expression ability of the neural network. Specifically, when
the GAN is used for an image, an improved stronger model
for the GAN is a deep convolutional adversarial neural
network (deep convolutional generative adversarial net-
work, DCGAN). A neural network used by a discriminator
in the DCGAN is a convolutional neural network (convo-
Iutional neural network, CNN), and a neural network used
by a generator in the DCGAN is a de-CNN.

[0057] The convolutional neural network used by the
discriminator is a deep neural network with a convolutional
structure, and is a deep learning (deep learning) architecture.
The deep learning architecture means that a plurality of
levels of learning are performed at different abstraction
levels by using a machine learning algorithm. As the deep
learning architecture, the CNN is a feed-forward (feed-
forward) artificial neural network. Neurons in the feed-
forward artificial neural network respond to an overlapping
region in an image input to the CNN.
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[0058] As shown in FIG. 3, a convolutional neural net-
work (CNN) 100 may include an input layer 110, a convo-
Iutional layer/pooling layer 120, and a neural network layer
130. The pooling layer is optional.

[0059] Convolutional Layer/Pooling Layer 120:

[0060] As shownin FIG. 3, for example, the convolutional
layer/pooling layer 120 may include layers 121 to 126. In an
implementation, the layer 121 is a convolutional layer, the
layer 122 is a pooling layer, the layer 123 is a convolutional
layer, the layer 124 is a pooling layer, the layer 125 is a
convolutional layer, and the layer 126 is a pooling layer. In
another implementation, the layer 121 and the layer 122 are
convolutional layers, the layer 123 is a pooling layer, the
layer 124 and the layer 125 are convolutional layers, and the
layer 126 is a pooling layer. In other words, output of a
convolutional layer may be used as input for a subsequent
pooling layer, or may be used as input for another convo-
Iutional layer, to continue to perform a convolution opera-
tion.

[0061] The convolutional layer 121 is used as an example.
The convolutional layer 121 may include a plurality of
convolution operators. The convolution operator is also
referred to as a kernel. In image processing, the convolution
operator functions as a filter that extracts specific informa-
tion from an input image matrix. The convolution operator
may essentially be a weight matrix, and the weight matrix is
usually predefined. In a process of performing a convolution
operation on an image, the weight matrix is usually used to
process pixels at a granularity level of one pixel (or two
pixels, depending on a value of a stride (stride)) in a
horizontal direction on the input image, to extract a specific
feature from the image. A size of the weight matrix needs to
be related to a size of the image. It should be noted that a
depth dimension (depth dimension) of the weight matrix is
the same as a depth dimension of the input image. During a
convolution operation, the weight matrix extends to an
entire depth of the input image. Therefore, convolution
output of a single depth dimension is generated by perform-
ing convolution with a single weight matrix. However, in
most cases, a plurality of weight matrices of a same dimen-
sion rather than the single weight matrix are used. Output of
the weight matrices is stacked to form a depth dimension of
a convolutional image. Different weight matrices may be
used to extract different features from the image. For
example, one weight matrix is used to extract edge infor-
mation of the image, another weight matrix is used to extract
a specific color of the image, still another weight matrix is
used to blur unnecessary noises in the image, and so on.
Because the plurality of weight matrices have the same
dimension, feature maps extracted by using the plurality of
weight matrices also have a same dimension. Then, the
plurality of extracted feature maps with the same dimension
are combined to form output of the convolution operation.
[0062] Weight values in these weight matrices need to be
obtained in an actual application through massive training.
The weight matrices that are formed based on the weight
values obtained through training may be used to extract
information from the input image, to help the convolutional
neural network 100 perform correct prediction.

[0063] When the convolutional neural network 100
includes a plurality of convolutional layers, a larger quantity
of general features are usually extracted at an initial convo-
Iutional layer (for example, the convolutional layer 121).
The general features may also be referred to as low-level
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features. As a depth of the convolutional neural network 100
increases, a feature extracted at a more subsequent convo-
Iutional layer (for example, the convolutional layer 126) is
more complex, for example, a high-level semantic feature. A
feature with higher semantics is more applicable to a to-be-
resolved problem.

[0064] Pooling Layer:

[0065] Because a quantity of training parameters usually
needs to be reduced, a pooling layer usually needs to be
periodically introduced after a convolutional layer. To be
specific, for the layers 121 to 126 in the convolutional
layer/pooling layer 120 shown in FIG. 3, one convolutional
layer may be followed by one pooling layer, or a plurality of
convolutional layers may be followed by one or more
pooling layers. During image processing, the pooling layer
is only used to reduce a space size of the image. The pooling
layer may include an average pooling operator and/or a
maximum pooling operator, to perform sampling on the
input image to obtain an image with a relatively small size.
The average pooling operator may calculate a pixel value in
the image within a specific range, to generate an average
value. The maximum pooling operator may be used to select
a pixel with a maximum value within a specific range as a
maximum pooling result. In addition, just as the size of the
weight matrix needs to be related to the size of the image at
the convolutional layer, an operator also needs to be related
to a size of an image at the pooling layer. A size of a
processed image output from the pooling layer may be less
than a size of an image input to the pooling layer. Each pixel
in the image output from the pooling layer represents an
average value or a maximum value of a corresponding
sub-region of the image input to the pooling layer.

[0066] Neural Network Layer 130:

[0067] After processing is performed at the convolutional
layer/pooling layer 120, the convolutional neural network
100 still cannot output required output information. As
described above, at the convolutional layer/pooling layer
120, only a feature is extracted, and parameters resulting
from an input image are reduced. However, to generate final
output information (required type information or other
related information), the convolutional neural network 100
needs to use the neural network layer 130 to generate output
of one required type or one group of required types. There-
fore, the neural network layer 130 may include a plurality of
hidden layers (layers 131, 132, . . ., and 137 shown in FIG.
3) and an output layer 140. The plurality of hidden layers are
also referred to as fully-connected layers, and parameters
included in the plurality of hidden layers may be obtained
through pre-training based on related training data of a
specific task type. For example, the task type may include
image recognition, image classification, and super-resolu-
tion image reconstruction.

[0068] The plurality of hidden layers included in the
neural network layer 130 are followed by the output layer
140, namely, the last layer of the entire convolutional neural
network 100. The output layer 140 has a loss function
similar to a categorical cross entropy, and the loss function
is specifically used to calculate a prediction error. Once
forward propagation (for example, propagation from the
layers 110 to 140 in FIG. 3 is forward propagation) of the
entire convolutional neural network 100 is completed,
reverse propagation (for example, propagation from the
layers 140 to 110 in FIG. 3 is reverse propagation) is started
to update weight values of the layers and a deviation
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mentioned above, to reduce a loss of the convolutional
neural network 100 and an error between a result output by
the convolutional neural network 100 by using the output
layer and an ideal result.

[0069] It should be noted that the convolutional neural
network 100 shown in FIG. 3 is merely used as an example
of'a convolutional neural network. In a specific application,
the convolutional neural network may alternatively exist in
a form of another network model, for example, a network
model in which a plurality of convolutional layers/pooling
layers are parallel as shown in FIG. 4, and extracted features
are all input to the neural network layer 130 for processing.
[0070] The generator corresponds to the discriminator,
and uses a de-convolutional neural network. In the de-
convolutional neural network of the generator, a de-convo-
Iutional operation, or referred to as a transposed convolu-
tional operation, is performed.

[0071] The foregoing briefly describes a current process of
generating an image by using the GAN technology. It can be
learned that when the GAN is used to generate the image,
two processes of training and using the GAN may be
included. However, currently, when image processing is
performed by using the GAN technology, quality of a
generated target image usually cannot be ensured due to
difficulty in training the deep neural network and instability
of a training process.

[0072] Based on the foregoing description, this application
provides an image generation method, to generate a high-
quality image. Specifically, after obtaining a first generator
and a second generator through training, the server sepa-
rately inputs the target vector target vector to the first
generator and the second generator, to correspondingly
generate a first sub-image and a second sub-image. Because
the first generator is obtained by training an initially-con-
figured first GAN in advance by using the first random noise
variable and a low-frequency image, and the second gen-
erator is obtained by training an initially-configured second
GAN in advance by using a second random noise variable
and a high-frequency image, the correspondingly generated
first sub-image and second sub-image are also a low-
frequency image and a high-frequency image respectively.
Then, the first sub-image and the second sub-image are
synthesized to obtain the target image.

[0073] It should be noted that a frequency of an image,
also referred to as a spatial frequency of the image, is a
quantity of gate cycles for sinusoidal modulation based on
bright and dark of an image or a stimulus graph in each
degree of angle of view. A unit is cycle/degree, and the
frequency reflects a change of a pixel grayscale of the image
in space. Specifically, if a grayscale value of an image, for
example, an image on a wall, is evenly distributed, a
low-frequency component of the image is relatively strong,
and a high-frequency component of the image is relatively
weak; and if a grayscale value of an image, for example, an
image of a satellite map of ravines, changes drastically, a
high-frequency component of the image is relatively strong,
and a low-frequency component of the image is relatively
weak. Therefore, the low-frequency image can better reflect
main information of the image, for example, colors and
grayscale information of main features in the image, and the
high-frequency image can better reflect detail information of
the image, for example, contour edge information of each
main feature in the image. Therefore, the first sub-image and
the second sub-image are generated and then synthesized, so
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that main information and detail information of the target
image can be better stored, and quality of the generated
target image is better.

[0074] FIG. 5 is a schematic diagram of an embodiment of
an image generation method according to an embodiment of
this application, including the following steps:

[0075] S501: A server obtains a low-frequency image, a
high-frequency image, a first random noise variable, and a
second random noise variable.

[0076] Ina specific embodiment, a first GAN and a second
GAN are initially configured on the server. Before the first
GAN and the second GAN are trained, at least one low-
frequency image, at least one high-frequency image, the first
random noise variable, and the second random noise vari-
able need to be obtained. A frequency of the high-frequency
image is higher than a frequency of the low-frequency
image, and variable lengths of the first random noise vari-
able and the second random noise variable may be the same
and both meet normal distribution. The low-frequency
image and the high-frequency image may be input by an
external device, or may be obtained by the server by
decomposing an obtained original image. When the original
image is decomposed, one original image may be decom-
posed into one or more low-frequency images and high-
frequency images.

[0077] It should be noted that “first”, “second”, and the
like in this application are merely intended to distinguish
concepts, but do not limit a sequence. Sometimes, based on
a context, “first” may include “second” and “third”, or
another similar case. In addition, concepts modified by
“first” and “second” are not limited to only one, and may be
one or more.

[0078] In the foregoing process, the described obtained
image includes the low-frequency image and the high-
frequency image. However, it should be noted a case in
which there are only images of two frequencies is not limited
herein. In an actual application, more frequency types may
be set based on a requirement. For example, the image may
be further classified into the low-frequency image, an inter-
mediate-frequency image, and the high-frequency image,
and three frequencies are in ascending order. Four, five, or
more types may be further set, which may be specifically
preset.

[0079] In a specific embodiment, the server obtains the
original image, and performs a decomposition operation on
the original image, to obtain the at least one low-frequency
image and the at least one high-frequency image that cor-
respond to the original image.

[0080] In a specific embodiment, after obtaining the origi-
nal image, the server may decompose the original image to
obtain the at least one low-frequency image and the at least
one high-frequency image that correspond to the original
image. There may be a plurality of manners used for
high-decomposition of the original image, for example,
Fourier transform, discrete cosine transform, and wavelet
transform, but this is not limited thereto. In this application,
another method may be used to decompose the original
image. A quantity of low-frequency images and a quantity of
high-frequency images obtained through decomposition,
and frequencies of the low-frequency images and the high-
frequency images may be preset. Setting of specific quan-
tities and frequencies is not limited in this embodiment.
[0081] In a specific embodiment, a quantity of initially-
configured GANs on the server is related to a quantity of
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preset types of resolutions and/or image frequencies, and
may be specifically K=P*Q, where K is the quantity of
initially-configured GANSs, P is the quantity of types of the
resolutions, and Q is the quantity of types of the image
frequencies. Therefore, when the original image is decom-
posed, division may be performed based on preset resolu-
tions and image frequencies.

[0082] S502: The server trains an initially-configured first
GAN by using the first random noise variable and the
low-frequency image to obtain a first generator.

[0083] In a specific embodiment, the server sets the low-
frequency image as a training sample of the first GAN, and
inputs the first random noise variable to the first GAN to
train the first GAN. Specifically, a process of training the
first GAN is similar to related description in step S203 in
FIG. 2, and details are not described herein again.

[0084] When training is completed, the server strips off a
discriminator in the first GAN, and retains a generator in the
first GAN, where the generator is the first generator.
[0085] S503: The server trains an initially-configured sec-
ond GAN by using the second random noise variable and the
high-frequency image to obtain a second generator. It should
be noted that the second random noise variable and the first
random noise variable need to be orthogonal.

[0086] In a specific embodiment, the server sets the high-
frequency image as a real image of the second GAN, in other
words, uses the high-frequency image as a training sample
of the second GAN; and inputs the second random noise
variable to the second GAN to train the second GAN.
Specifically, a process of training the second GAN is similar
to related description in step S203 in FIG. 2, and details are
not described herein again.

[0087] When training is completed, the server strips off a
discriminator in the second GAN, and retains a generator in
the second GAN, where the generator is the second genera-
tor.

[0088] In a specific embodiment, after obtaining the origi-
nal image, and when decomposing the original image, the
server may decompose the original image through discrete
wavelet change processing to obtain the at least one low-
frequency image and the at least one high-frequency image
that include K resolutions. The K resolutions decrease
sequentially, a Q” resolution corresponds to M,, low-fre-
quency images and N, high-frequency images, K, M, and
Ny, are all positive integers, and Q=1,2,3 .. ., or K. Values
of My, and N, may be the same or may be different at
different resolutions. This is specifically preset by a user.
[0089] The following uses a training process at the Q%
resolution as an example for description. For another reso-
lution, refer to the example.

[0090] After obtaining the M, low-frequency images and
the N, high-frequency images at the Q™ resolution, the
server first trains S, initially-configured low-frequency
GANSs by using the first random noise variable (for example,
M,, random noise variables) and the M, low-frequency
images; and obtains S, low-frequency generators when
training is completed. The server trains W, initially-config-
ured high-frequency GANs by using the second random
noise variable (for example, N, random noise variables) and
the N, high-frequency images; and obtains W, high-fre-
quency generators when training is completed.

[0091] Tt should be noted that both S, and W, are integers
greater than or equal to 1, and values of S, and W, may be
the same or may be different. For example, at a resolution,
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there may be one low-frequency GAN and one high-fre-
quency GAN, to obtain one low-frequency generator and
one high-frequency generator. For another example, at a
resolution, there may be any plurality of low-frequency
GANSs and any plurality of high-frequency GANSs, to obtain
any plurality of corresponding low-frequency generators
and any plurality of corresponding high-frequency genera-
tors.

[0092] In the training process, the S, low-frequency gen-
erators and the W, high-frequency generators are not com-
pletely independent, and output of each generator may be
used as input information of another generator. For example,
in a first iteration, input to the first low-frequency generator
includes only random noise, input to the second low-fre-
quency generator includes output of the first low-frequency
generator and random noise, and input to the third low-
frequency generator includes random noise and output of the
first and second generators. The rest may be deduced by
analogy. Input to an SQ”’ low-frequency generator includes
random noise and output of previous S,~1 low-frequency
generators. The rest continues to be deduced by analogy.
Input to the first high-frequency generator includes random
noise and the output of the previous S,-1 low-frequency
generators; and input to a Wgth high-frequency generator
includes random noise and output of previous S,+W -1
generators (including the low-frequency generators and
high-frequency generators).

[0093] Similarly, in the second iteration, input to each
generator (regardless that the generator is a high-frequency
generator or a low-frequency generator) is random noise and
output of previous generators. Iteration is continued for a
plurality of times.

[0094] In another embodiment, when output of previous
generators is selected as input to a current generator, output
of any one or more previous generators may be selected
instead of output of all previous generators as in this
embodiment. Specific generators to be selected may be set
based on a specific requirement, and are not limited in this
application.

[0095] In addition, random noise variables input by all the
foregoing generators in the training process need to be
orthogonal, and orthogonalization processing needs to be
performed on the random noise variables by using an
orthogonalization technology, to ensure independence of the
random noise variables.

[0096] The foregoing is the training process at the Q”
resolution. For other resolutions, refer to this example.
[0097] After the server trains both the low-frequency
image and the high-frequency image at the K resolutions,
2,5 S, low-frequency generators and 2,_,* W, high-
frequency generators are obtained. The Zgle Sy low-fre-
quency generators herein are the first generator, and the
2o X W, high-frequency generators herein are the second
generator.

[0098] It should be noted that there is no necessary execu-
tion sequence between step S502 and step S503. Step S502
may be performed first, or step S503 may be performed first.
Details are not described herein again.

[0099] S504: The server separately inputs the target vector
to the first generator and the second generator to correspond-
ingly generate a first sub-image and a second sub-image.
[0100] In a specific embodiment, after the first generator
and the second generator are obtained, when a high-quality
image needs to be generated, the server separately inputs the
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target vector to the first generator and the second generator.
The target vector may be a random noise variable obtained
by the server from external input or generated by the server,
may include output information of another generator, or may
be a specific variable that includes image feature informa-
tion that needs to be generated. Specifically, for example, the
original image includes a plurality of scenery images in
reality. If the target vector is the random noise variable, a
finally output target image may be a synthesized image
whose style is similar to that of the original image. If the
target vector includes the image feature information that
needs to be generated (for example, an image element needs
to include mountains and contour information of the moun-
tains), the finally output target image may be a synthesized
image that includes the image feature information and
whose style is similar to that of the original image.

[0101] It should be noted that, because the first generator
is obtained through training by using the low-frequency
image as the training sample, and the second generator is
obtained through training by using the high-frequency image
as the training sample, the first sub-image generated by
using the first generator is still a low-frequency image, and
the second sub-image generated by using the second gen-
erator is still a high-frequency image.

[0102] S505: The server synthesizes the first sub-image
and the second sub-image to obtain a target image.

[0103] In a specific embodiment, after obtaining the first
sub-image and the second sub-image, the server synthesizes
the first sub-image and the second sub-image to obtain the
target image. When synthesis is performed, a plurality of
methods may be specifically used. Specifically, for example,
inverse wavelet transform processing, inverse Fourier trans-
form processing, and inverse discrete cosine transform pro-
cessing are performed. Specifically, the foregoing means for
synthesizing the first sub-image and the second sub-image
are common technical means in the conventional technol-
ogy, and details are not described in this embodiment.
[0104] It can be learned from the foregoing technical
solutions that embodiments of this application have the
following advantages:

[0105] After obtaining the first generator and the second
generator through training, the server separately inputs the
target vector to the first generator and the second generator
to correspondingly generate the first sub-image and the
second sub-image. Then, the first sub-image and the second
sub-image are synthesized to obtain the target image.
Because the first generator is obtained by training the
initially-configured first GAN in advance by using the first
random noise variable and the low-frequency image, and the
second generator is obtained by training the initially-con-
figured second GAN in advance by using the second random
noise variable and the high-frequency image, the corre-
spondingly generated first sub-image and second sub-image
are also the low-frequency image and the high-frequency
image respectively. It should be noted that, based on defi-
nition of a frequency of an image, the high-frequency image
may better reflect detail information of the image, for
example, contour information of each subject feature in the
image, and low-frequency image may better reflect main
information of the image, for example, information such as
a grayscale and a color of the image. In the solutions, the
low-frequency image and the high-frequency image are
separately generated, so that detail information and main
information of the to-be-generated target image can be better
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retained in a process of generating the target image. In this
way, better quality of the generated target image is ensured.
[0106] In the schematic diagram of the embodiment
shown in FIG. 5, the solutions are briefly described. The
following uses a specific application for description.
[0107] FIG. 6 is a schematic diagram of an embodiment of
a system architecture according to an embodiment of this
application. As shown in FIG. 6, in a specific embodiment,
the server may be divided into a software part and a
hardware part. The software part is program code that is
included in an Al data storage system and that is deployed
on hardware of the server. The program code may include a
discrete wavelet transform image decomposition module, a
GAN sub-image generation module, and an inverse discrete
wavelet transform image synthesizing module. The hard-
ware part includes a host storage and a memory (including
a GPU, an FPGA, and a dedicated chip). The host storage
specifically includes a real image storage apparatus and a
generated image storage apparatus.

[0108] Based on the system architecture in FIG. 6, refer to
FIG. 7A and FIG. 7B in the following. FIG. 7A and FIG. 7B
are a schematic diagram of another embodiment of an image
generation method according to an embodiment of this
application. The method may include the following steps:
[0109] S701: The server obtains the original image.
[0110] In this embodiment, the server may obtain the
original image from external input, and store the original
image in the real image storage apparatus in the host storage.
[0111] S702: The server decomposes the original image
through discrete wavelet transform processing to obtain the
at least one low-frequency image and the at least one
high-frequency image that include the K resolutions. The
Q™ resolution corresponds to a first low-frequency image, a
first high-frequency image, a second high-frequency image,
and a third high-frequency image. The first low-frequency
image includes low-frequency information of the original
image in a vertical direction and a horizontal direction, the
first high-frequency image includes low-frequency informa-
tion of the original image in the vertical direction and
high-frequency information of the original image in the
horizontal direction, the second high-frequency image
includes high-frequency information of the original image in
the vertical direction and low-frequency information of the
original image in the horizontal direction, and the third
high-frequency image includes high-frequency information
of the original image in the vertical direction and high-
frequency information of the original image in the horizontal
direction. Q=1,2, 3, ..., or K.

[0112] In a specific embodiment, after obtaining the origi-
nal image, the server stores the original image in the real
image storage apparatus, and decomposes the original image
by using the discrete wavelet transform image decomposi-
tion module. After one original image is decomposed, the at
least one low-frequency image and the at least one high-
frequency image that are at the K resolutions may be
obtained. Each of the K resolutions corresponds to a first
low-frequency image, a first high-frequency image, a second
high-frequency image, a third high-frequency image, and a
fourth high-frequency image. Specifically, for a decompo-
sition process, refer to the following description.

[0113] Discrete wavelet transform may be represented as
a tree that includes a low-pass filter and a high-pass filter. A
matrix representation form of an image is x[2m, 2n], where
2m is a height and 2n is a width of the image. A two-
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dimensional discrete wavelet decomposition process of the
image may be described as follows:

[0114] First, one-dimensional wavelet transform (TD-
DWT) processing is performed on each row of the original
image according to the following formula (1) and formula
(2). g[k] is a low-pass filter that filters out a high-frequency
part of an input signal and outputs a low-frequency part, and
h[k] is a high-pass filter that filters out the low-frequency
part of the input signal and outputs high-frequency infor-
mation, to obtain a low-frequency component [. and a
high-frequency component H of the original image in a
horizontal direction; and k indicates a size of a filter window.
The formulas (1) and (2) are as follows:

L2mn]=Z, o5 x[2m,2n-k|g[k] (1); and

H[2mn]=%,_ & x[2m, 2n-kh[k] ).

[0115] Then, as shown in formulas (3) to (6), ID-DWT is
further performed on each column of the low-frequency
component [ and the high-frequency component H of the
original image in the horizontal direction, to obtain a low-
frequency component LI of the original image in the
horizontal direction and the vertical direction, namely, the
first low-frequency image, a high-frequency component HL.
of the original image in the horizontal direction and a
low-frequency component HLL of the original image in the
vertical direction, namely, the first high-frequency image, a
low-frequency component LH of the original image in the
horizontal direction and a high-frequency component LH of
the original image in the vertical direction, namely, the
second high-frequency image, and a high-frequency com-
ponent HH of the original image in the horizontal direction
and the vertical direction, name, the third high-frequency
image. The formulas (3) to (6) are as follows:

LL[mn=%,_ KL [2m—kn)g[k] 3
HL[m,n]=%,_o5 ‘H[2m—k,n]g[k] @)
LH[m,n]=%,_5 'L[2m—-kn]h[k] (5); and
HH[m»)==,_ 'H[2m—kn]h[k] (6)-

[0116] When the original image is decomposed through
discrete wavelet transform, resolutions of the generated
low-frequency image and the generated high-frequency
image may be further controlled.

[0117] S703: The server trains a Q” initially-configured
low-frequency GAN by using the first low-frequency image
at the Q” resolution and the first random noise variable to
obtain a Q” low-frequency generator.

[0118] In a specific embodiment, the server obtains the
first low-frequency image at the Q resolution and the first
random noise variable, and trains the Q” low-frequency
GAN by using the first low-frequency image and the first
random noise variable to obtain the Q” low-frequency
generator. Specifically, for a training process, refer to related
description of step S203 shown in FIG. 2. Details are not
described herein again.

[0119] S704: The server trains a Q” initially-configured
first high-frequency GAN by using the first high-frequency
image at the Q% resolution and a third random noise variable
to obtain a Q™ first high-frequency generator.

[0120] In a specific embodiment, the server obtains the
first high-frequency image at the Q resolution and the third
random noise variable, and trains the Q” first high-fre-
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quency GAN by using the first high-frequency image and
the third random noise variable to obtain the Q” first
high-frequency generator. Specifically, for a training pro-
cess, refer to related description of step S203 shown in FIG.
2. Details are not described herein again.

[0121] S705: The server trains a Q” initially-configured
second high-frequency GAN by using the second high-
frequency image at the Q” resolution and a fourth random
noise variable to obtain a Q” second high-frequency gen-
erator.

[0122] In a specific embodiment, the server obtains the
second high-frequency image at the Q™ resolution and the
fourth random noise variable, and trains the Q” second
high-frequency GAN by using the second high-frequency
image and the fourth random noise variable to obtain the Q™
second high-frequency generator. Specifically, for a training
process, refer to related description of step S203 shown in
FIG. 2. Details are not described herein again.

[0123] S706: The server trains a Q” initially-configured
third high-frequency GAN by using the third high-frequency
image at the Q” resolution and a fifth random noise variable
to obtain a Q™ third high-frequency generator.

[0124] In a specific embodiment, the server obtains the
third high-frequency image at the Q” resolution and the fifth
random noise variable, and trains the Q” third high-fre-
quency GAN by using the third high-frequency image and
the fifth random noise variable to obtain the Q” third
high-frequency generator. Specifically, for a training pro-
cess, refer to related description of step S203 shown in FIG.
2. Details are not described herein again.

[0125] It should be noted that, in a process of training a
generator in steps S703 to S706, output of any one or more
other generators may be further used as input to a currently
trained generator.

[0126] In a specific embodiment, FIG. 8 shows a sche-
matic diagram of a system architecture of the low-frequency
GAN, the first high-frequency GAN, the second high-
frequency GAN, and the third high-frequency GAN at a
determined resolution. As shown in FIG. 8, G1 and D1 are
a generator and a discriminator of the low-frequency GAN
respectively, G2 and D2 are a generator and a discriminator
of'the first high-frequency GAN respectively, G3 and D3 are
a generator and a discriminator of the second high-frequency
GAN respectively, and G4 and D4 are a generator and a
discriminator of the third high-frequency GAN respectively.
After obtaining the original image, the server obtains a
corresponding real image feature by using a VGG19 net-
work module. The VGG19 is a type of the convolutional
neural network.

[0127] S707: The server separately inputs the target vector
to K low-frequency generators, K first high-frequency gen-
erators, K second high-frequency generators, and K third
high-frequency generators, to obtain K low-frequency gen-
eration sub-images, K first high-frequency generation sub-
images, K second high-frequency generation sub-images,
and K third high-frequency generation sub-images.

[0128] In a specific embodiment, after obtaining the K
low-frequency generators, the K first high-frequency gen-
erators, the K second high-frequency generators, and the K
third high-frequency generators, the server separately inputs
the target vector to each generator, to correspondingly
generate the K low-frequency generation sub-images, the K
first high-frequency generation sub-images, the K second
high-frequency generation sub-images, and the K third high-
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frequency generation sub-images. Image parameters (a reso-
Iution and a frequency) of each correspondingly generated
sub-image are consistent with parameters for a training
sample of the generator.

[0129] S708: The server synthesizes the K low-frequency
generation sub-images, the K first high-frequency genera-
tion sub-images, the K second high-frequency generation
sub-images, and the K third high-frequency generation sub-
images through discrete wavelet transform processing, to
obtain the target image.

[0130] In a specific embodiment, the server generates the
K low-frequency generation sub-images, the K first high-
frequency generation sub-images, the K second high-fre-
quency generation sub-images, and the K third high-fre-
quency generation sub-images, and synthesizes the
generated sub-images to obtain the target image.

[0131] It can be learned from the foregoing technical
solutions that embodiments of this application have the
following advantages:

[0132] After obtaining the K first generators, the K first
high-frequency generators, the K second high-frequency
generators, and the K third high-frequency generators
through training, the server separately inputs the target
vector to the K first generators, the K first high-frequency
generators, the K second high-frequency generators, and the
K third high-frequency generators, to correspondingly gen-
erate the K low-frequency generation sub-images, the K first
high-frequency generation sub-images, the K second high-
frequency generation sub-images, and the K third high-
frequency generation sub-images. Then, the K low-fre-
quency generation sub-images, the K first high-frequency
generation sub-images, the K second high-frequency gen-
eration sub-images, and the K third high-frequency genera-
tion sub-images are synthesized to obtain the target image.

[0133] It should be noted that the generators are not
independent, output of each generator may be used as input
to another generator, and the generators are cyclically con-
nected in series. Therefore, quality of images generated by
the combined generators is better.

[0134] Because the K first generators, the K first high-
frequency generators, the K second high-frequency genera-
tors, and the K third high-frequency generators are all
obtained through training by using images corresponding to
different resolutions and different frequencies as training
samples, resolutions and frequencies of the correspondingly
generated K low-frequency generation sub-images, K first
high-frequency generation sub-images, K second high-fre-
quency generation sub-images, and K third high-frequency
generation sub-images are also different. In other words, the
sub-images carry information mainly expressed by different
image parameters. Therefore, when the target image is
generated, detail information and main information of the
target image can be better retained, and quality of the
generated image is improved.

[0135] Further, the target image is superimposed on an
image generated by another generator to obtain a final target
image, and superposition may be a weighted combination. It
should be noted that the another generator may be any
generator in the conventional technology, and the generator
also participates in a training process. A weight adjustment
factor a can be self-learned based on a dataset, and a value
of a varies depending on different datasets in different
scenarios.
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[0136] FIG. 9 is a schematic diagram of an embodiment of
a server according to an embodiment of this application. The
server includes: a transceiver unit 901, configured to obtain
a target vector; and a processing unit 902, configured to:
separately input the target vector to a first generator and a
second generator to correspondingly generate a first sub-
image and a second sub-image, where the first generator is
obtained by the server by training, based on a low-frequency
image and a first random noise variable that satisfies normal
distribution, an initially-configured first generative adver-
sarial network GAN, the second generator is obtained by the
server by training, based on a high-frequency image and a
second random noise variable that satisfies normal distribu-
tion, an initially-configured second generative adversarial
network GAN, and a frequency of the low-frequency image
is lower than a frequency of the high-frequency image; and
synthesize the first sub-image and the second sub-image to
obtain a target image.

[0137] It should be noted that a quantity of first random
noise variables and a quantity of second random noise
variables correspond to a quantity of first generators and a
quantity of second generators respectively. However, the
random noise variables need to be orthogonal, and a specific
orthogonalization technology is required to make the ran-
dom noise variables orthogonal.

[0138] In a specific embodiment, the transceiver unit 901
is further configured to obtain the low-frequency image, the
high-frequency image, the first random noise variable, and
the second random noise variable; and the processing unit
902 is further configured to: set the low-frequency image
and the high-frequency image as training samples of the first
GAN and the second GAN respectively, train the first GAN
by using the low-frequency image and the first random noise
variable to obtain the first generator, and train the second
GAN by using the high-frequency image and the second
random noise variable to obtain the second generator.
[0139] It should be noted that the generators of the first
GAN and the second GAN are connected in series. To be
specific, output of the generator of the first GAN is com-
bined with the second random noise variable, and is used as
input to the second generator; and vice versa. A combination
manner is not limited herein.

[0140] In a specific embodiment, the transceiver unit 901
is specifically configured to obtain an original image; and
the processing unit 902 is specifically configured to: perform
wavelet transform processing on the original image to obtain
the low-frequency image and the high-frequency image, and
synthesize the first sub-image and the second sub-image
through inverse wavelet transform processing to obtain the
target image.

[0141] In a specific embodiment, the processing unit 902
is specifically configured to: perform discrete wavelet trans-
form processing on the original image to obtain at least one
low-frequency image and at least one high-frequency image
that include K resolutions, where a Q” resolution corre-
sponds to M, low-frequency images and N, high-frequency
images, K, M,,, and N%are all positive integers, and Q=1,
2,3, ..., or K;train a Q™ initially-configured low-frequency
GAN by using the M, low-frequency images at the Q™
resolution and the first random noise variable to obtain a Q%
low-frequency generator; train a Q” initially-configured
high-frequency GAN by using the N, high-frequency
images at the Q” resolution and the second random noise
variable to obtain a Q” high-frequency generator; separately
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input the target vector to K low-frequency generators and K
high-frequency generators to obtain K low-frequency gen-
eration sub-images and K high-frequency generation sub-
images; and synthesize the K low-frequency generation
sub-images and the K high-frequency generation sub-im-
ages through inverse discrete wavelet transform processing
to obtain the target image.

[0142] It should be noted that, at each resolution, input to
each generator may be combined by a random noise and
output of another generator. In addition, the random noises
are orthogonal to each other.

[0143] In a specific embodiment, the M, low-frequency
images include a first low-frequency image, and the N,
high-frequency images include a first high-frequency image,
a second high-frequency image, and a third high-frequency
image. The first low-frequency image includes low-fre-
quency information of the original image in a vertical
direction and a horizontal direction, the first high-frequency
image includes low-frequency information of the original
image in the vertical direction and high-frequency informa-
tion of the original image in the horizontal direction, the
second high-frequency image includes high-frequency
information of the original image in the vertical direction
and low-frequency information of the original image in the
horizontal direction, and the third high-frequency image
includes high-frequency information of the original image in
the vertical direction and high-frequency information of the
original image in the horizontal direction.

[0144] The processing unit 902 is specifically configured
to: train a Q? initially-configured first high-frequency GAN
by using the first high-frequency image at the Q” resolution
and the second random noise variable to obtain a Q” first
high-frequency generator; train a Q” second initially-con-
figured high-frequency GAN by using the second high-
frequency image at the Q™ resolution and the second random
noise variable to obtain a Q” second high-frequency gen-
erator; and train a Q™ initially-configured third high-fre-
quency GAN by using the third high-frequency image at the
Q™ resolution and the second random noise variable to
obtain a Q” third high-frequency generator. The processing
unit 902 is specifically configured to: separately input the
target vector to K low-frequency generators, K first high-
frequency generators, K second high-frequency generators,
and K third high-frequency generators, to obtain K low-
frequency generation sub-images, K first high-frequency
generation sub-images, K second high-frequency generation
sub-images, and K third high-frequency generation sub-
images; and synthesize the K low-frequency generation
sub-images, the K first high-frequency generation sub-im-
ages, the K second high-frequency generation sub-images,
and the K third high-frequency generation sub-images
through discrete wavelet transform processing, to obtain the
target image.

[0145] In a specific embodiment, the transceiver unit 901
is specifically configured to obtain an original image; and
the processing unit 902 is specifically configured to: perform
discrete cosine transform processing on the original image to
obtain the low-frequency image and the high-frequency
image, and synthesize the first sub-image and the second
sub-image through discrete cosine transform processing to
obtain the target image.

[0146] In a specific embodiment, the transceiver unit 901
is specifically configured to obtain an original image; and
the processing unit 902 is specifically configured to: perform
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Fourier transform processing on the original image to obtain
the low-frequency image and the high-frequency image, and
synthesize the first sub-image and the second sub-image
through Fourier transform processing to obtain the target
image.

[0147] Further, the apparatus may further include a super-
imposition unit, where the superimposition unit is config-
ured to superimpose the target image on an image generated
by another generator to obtain a final target image, and
superimposition may be a weighted combination. It should
be noted that the another generator may be any generator in
the conventional technology, and the generator also partici-
pates in a training process. A weight adjustment factor a can
be self-learned based on a dataset, and a value of a varies
depending on different datasets in different scenarios.
[0148] FIG. 10 is a schematic diagram of another embodi-
ment of a server according to an embodiment of this
application. The server includes: a processor 1010, a
memory 1020, and a transceiver 1030, where the transceiver
1030 is configured to communicate with an apparatus other
than the server; the memory 1020 is configured to store
instruction code; and the processor 1010 is configured to
execute the instruction code, so that the server performs the
method in any one of embodiments shown in FIG. 5 or FIG.
7A and FIG. 7B.

[0149] An embodiment of this application further provides
a computer storage medium. The medium stores instruc-
tions, and when the instructions are run on a computer, the
computer is enabled to perform the method in any one of
embodiments shown in FIG. 5 or FIG. 7A and FIG. 7B.
[0150] An embodiment of this application further provides
a computer program product. The computer program prod-
uct includes instructions; and when the instructions are run
on a computer, the computer is enabled to perform the
method in any one of embodiments shown in FIG. 5 or FIG.
7A and FIG. 7B.

[0151] It may be clearly understood by a person skilled in
the art that, for the purpose of convenient and brief descrip-
tion, for a detailed working process of the foregoing system,
apparatus, and unit, refer to a corresponding process in the
foregoing method embodiments, and details are not
described herein again.

[0152] In the several embodiments provided in this appli-
cation, it should be understood that the disclosed system,
apparatus, and method may be implemented in other man-
ners. For example, the described apparatus embodiment is
merely an example. For example, division into the units is
merely logical function division and may be other division
in actual implementation. For example, a plurality of units or
components may be combined or integrated into another
system, or some features may be ignored or not performed.
In addition, the displayed or discussed mutual couplings or
direct couplings or communication connections may be
implemented by using some interfaces. The indirect cou-
plings or communication connections between the appara-
tuses or units may be implemented in electronic, mechani-
cal, or other forms.

[0153] The units described as separate parts may or may
not be physically separate, and parts displayed as units may
or may not be physical units, may be located in one position,
or may be distributed on a plurality of network units. Some
or all of the units may be selected based on actual require-
ments to achieve the objectives of the solutions of embodi-
ments.
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[0154] In addition, functional units in embodiments of this
application may be integrated into one processing unit, or
each of the units may exist alone physically, or two or more
units are integrated into one unit. The integrated unit may be
implemented in a form of hardware, or may be implemented
in a form of a software functional unit.

[0155] When the integrated unit is implemented in the
form of a software functional unit and sold or used as an
independent product, the integrated unit may be stored in a
computer readable storage medium. Based on such an under-
standing, the technical solutions of this application essen-
tially, or the part contributing to the conventional technol-
ogy, or all or some of the technical solutions may be
implemented in the form of a software product. The com-
puter software product is stored in a storage medium and
includes several instructions for instructing a computer
device (which may be a personal computer, a server, a
network device, or the like) to perform all or some of the
steps of the methods described in embodiments of this
application. The foregoing storage medium includes: any
medium that can store program code, such as a USB flash
drive, a removable hard disk, a read-only memory (Read-
Only Memory, ROM), a random access memory (Random
Access Memory, RAM), a magnetic disk, or an optical disc.
[0156] The foregoing embodiments are merely intended
for describing the technical solutions of this application, but
not for limiting this application. Although this application is
described in detail with reference to the foregoing embodi-
ments, persons of ordinary skill in the art should understand
that they may still make modifications to the technical
solutions described in the foregoing embodiments or make
equivalent replacements to some technical features thereof,
without departing from the spirit and scope of the technical
solutions of embodiments of this application.

1. An image generation method, comprising:

obtaining a target vector;

separately inputting the target vector to a first generator
and a second generator to correspondingly generate a
first sub-image and a second sub-image, wherein the
first generator is obtained by a server by training, based
on a low-frequency image and a first random noise
variable that satisfies normal distribution, a first gen-
erative adversarial network (GAN), the second genera-
tor is obtained by the server by training, based on a
high-frequency image and a second random noise vari-
able that satisfies the normal distribution, a second
GAN, and a frequency of the low-frequency image is
lower than a frequency of the high-frequency image;
and

synthesizing the first sub-image and the second sub-image
to obtain a target image.

2. The method according to claim 1, wherein the method

further comprises:

obtaining the low-frequency image and the high-fre-
quency image;

obtaining the first random noise variable and the second
random noise variable;

setting the low-frequency image and the high-frequency
image as training samples of the first GAN and the
second GAN respectively;

training the first GAN by using the low-frequency image
and the first random noise variable to obtain the first
generator; and
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training the second GAN by using the high-frequency
image and the second random noise variable to obtain
the second generator.

3. The method according to claim 2, wherein:

the obtaining the low-frequency image and the high-

frequency image comprises:

obtaining an original image; and

performing wavelet transform processing on the origi-
nal image to obtain the low-frequency image and the
high-frequency image; and

the synthesizing the first sub-image and the second sub-

image to obtain a target image comprises:

synthesizing the first sub-image and the second sub-
image through inverse wavelet transform processing
to obtain the target image.

4. The method according to claim 2, wherein the first
random noise variable and the second random noise variable
are orthogonal.

5. The method according to claim 2, wherein the method
further comprises:

obtaining an original image; and

performing discrete cosine transform processing on the

original image to obtain the low-frequency image and

the high-frequency image, wherein the synthesizing the

first sub-image and the second sub-image to obtain a

target image comprises:

synthesizing the first sub-image and the second sub-
image through inverse discrete cosine transform pro-
cessing to obtain the target image.

6. The method according to claim 2, wherein the method
further comprises:

obtaining an original image; and

performing Fourier transform processing on the original

image to obtain the low-frequency image and the

high-frequency image, wherein the synthesizing the

first sub-image and the second sub-image to obtain a

target image comprises:

synthesizing the first sub-image and the second sub-
image through Fourier transform processing to
obtain the target image.

7. The method according to claim 1 wherein the method
further comprises:

superimposing the target image on an image generated by

another generator to obtain a final target image.

8. A computer, comprising:

at least one processor; and

one or more memories coupled to the at least one pro-

cessor and storing programming instructions for execu-

tion by the at least one processor to perform operations

comprising:

obtaining a target vector;

separately inputting the target vector to a first generator
and a second generator to correspondingly generate
a first sub-image and a second sub-image, wherein
the first generator is obtained by a server by training,
based on a low-frequency image and a first random
noise variable that satisfies normal distribution, a
first generative adversarial network (GAN), the sec-
ond generator is obtained by the server by training,
based on a high-frequency image and a second
random noise variable that satisfies the normal dis-
tribution, a second GAN, and a frequency of the
low-frequency image is lower than a frequency of
the high-frequency image; and
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synthesizing the first sub-image and the second sub-
image to obtain a target image.

9. The computer according to claim 8, wherein the opera-
tions comprise:

obtaining the low-frequency image and the high-fre-

quency image;

obtaining the first random noise variable and the second

random noise variable;

setting the low-frequency image and the high-frequency

image as training samples of the first GAN and the
second GAN respectively;

training the first GAN by using the low-frequency image

and the first random noise variable to obtain the first
generator; and

training the second GAN by using the high-frequency

image and the second random noise variable to obtain
the second generator.

10. The computer according to claim 9, wherein:

the obtaining the low-frequency image and the high-

frequency image comprises:

obtaining an original image; and

performing wavelet transform processing on the origi-
nal image to obtain the low-frequency image and the
high-frequency image; and

the synthesizing the first sub-image and the second sub-

image to obtain a target image comprises:

synthesizing the first sub-image and the second sub-
image through inverse wavelet transform processing
to obtain the target image.

11. The computer according to claim 9, wherein the first
random noise variable and the second random noise variable
are orthogonal.

12. The computer according to claim 9, wherein the
operations comprise:

obtaining an original image; and

performing discrete cosine transform processing on the

original image to obtain the low-frequency image and

the high-frequency image, wherein the synthesizing the

first sub-image and the second sub-image to obtain a

target image comprises:

synthesizing the first sub-image and the second sub-
image through inverse discrete cosine transform pro-
cessing to obtain the target image.

13. The computer according to claim 9, wherein the
operations comprise:

obtaining an original image; and

performing Fourier transform processing on the original

image to obtain the low-frequency image and the

high-frequency image, wherein the synthesizing the

first sub-image and the second sub-image to obtain a

target image comprises:

synthesizing the first sub-image and the second sub-
image through Fourier transform processing to
obtain the target image.

14. The computer according to claim 8 wherein the
operations further comprise:

superimposing the target image on an image generated by

another generator to obtain a final target image.

15. A computer-readable storage medium, storing one or
more instructions that, when executed by at least one pro-
cessor, cause the at least one processor to:

obtain a target vector;

separately input the target vector to a first generator and

a second generator to correspondingly generate a first
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sub-image and a second sub-image, wherein the first
generator is obtained by a server by training, based on
a low-frequency image and a first random noise vari-
able that satisfies normal distribution, a first generative
adversarial network (GAN), the second generator is
obtained by the server by training, based on a high-
frequency image and a second random noise variable
that satisfies the normal distribution, a second GAN,
and a frequency of the low-frequency image is lower
than a frequency of the high-frequency image; and

synthesize the first sub-image and the second sub-image
to obtain a target image.

16. The computer-readable storage medium according to
claim 15, wherein the one or more instructions, when
executed by at least one processor, further cause the at least
one processor to:

obtain the low-frequency image and the high-frequency

image;

obtain the first random noise variable and the second

random noise variable;

set the low-frequency image and the high-frequency

image as training samples of the first GAN and the
second GAN respectively;

train the first GAN by using the low-frequency image and

the first random noise variable to obtain the first
generator; and

train the second GAN by using the high-frequency image

and the second random noise variable to obtain the
second generator.

17. The computer-readable storage medium according to
claim 16, wherein:

the obtaining the low-frequency image and the high-

frequency image comprises:

obtaining an original image; and

performing wavelet transform processing on the origi-
nal image to obtain the low-frequency image and the
high-frequency image; and

the synthesizing the first sub-image and the second sub-

image to obtain a target image comprises:

synthesizing the first sub-image and the second sub-
image through inverse wavelet transform processing
to obtain the target image.

18. The computer-readable storage medium according to
claim 16, wherein the first random noise variable and the
second random noise variable are orthogonal.

19. The computer-readable storage medium according to
claim 16, wherein the one or more instructions, when
executed by at least one processor, further cause the at least
one processor to:

obtain an original image; and

perform discrete cosine transform processing on the origi-

nal image to obtain the low-frequency image and the

high-frequency image, wherein the synthesizing the

first sub-image and the second sub-image to obtain a

target image comprises:

synthesizing the first sub-image and the second sub-
image through inverse discrete cosine transform pro-
cessing to obtain the target image.

20. The computer-readable storage medium according to
claim 16, wherein the one or more instructions, when
executed by at least one processor, further cause the at least
one processor to:
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obtain an original image; and
perform Fourier transform processing on the original
image to obtain the low-frequency image and the
high-frequency image, wherein the synthesizing the
first sub-image and the second sub-image to obtain a
target image comprises:
synthesizing the first sub-image and the second sub-
image through Fourier transform processing to
obtain the target image.

#* #* #* #* #*



