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Abstract—With the popularity of mobile devices, intelligent
applications, e.g., face recognition, intelligent voice assistant, and
gesture recognition, have been widely used in our daily lives.
However, due to the lack of computing capacities, it is difficult for
mobile devices to support complex Deep Neural Network (DNN)
inference. To alleviate the pressure on these devices, traditional
methods usually upload part of the DNN model to a cloud server
and perform a DNN query after uploading an entire DNN model.
To achieve real-time DNN query, we consider the collaboration
between local, edge and cloud, and perform DNN query when
uploading DNN partitions. In this paper, we propose an Efficient
offloading scheme for DNN Inference Acceleration (EosDNN) in
a local-edge-cloud collaborative environment, where the DNN
inference acceleration is mainly embodied in the optimization of
migration delay and realization of real-time DNN query. EosDNN
comprehensively considers the migration plan and uploading
plan, where for the former, a Particle Swarm Optimization with
Genetic Algorithm (PSO-GA) is applied to obtain the distribution
of DNN layers under the server with the lowest migration delay,
and for the latter, a Layer Merge Uploading Algorithm (LMU)
is proposed to obtain DNN partitions and their upload order
with efficient DNN query performance. Experimental results
demonstrate that EosDNN can be applied to large-scale DNN
model migration, which can achieve an ideal migration delay
and obtain a more fine-grained DNN partition uploading plan,
thereby optimizing DNN query performance.

Index Terms—Mobile computing, local-edge-cloud collab-
oration, computation offloading, DNN inference, intelligent
applications.
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I. INTRODUCTION

DEEP Neural Networks (DNNs) have already demon-
strated overwhelming advantages in computer vision,

natural language processing, biological information, driverless
cars, and other fields. Along with the large-scale populariza-
tion of mobile devices and driven by artificial intelligence
technology, more and more intelligent applications based on
DNN models have emerged, and the number of DNN intelli-
gent applications deployed on mobile devices has increased
dramatically [1]. However, due to the challenges of insuf-
ficient computing power and small storage space in mobile
devices, it is difficult for them to support the complex
operations of DNN inference [2], e.g., the calculation of
network weights determined by DNN training. The process
of DNN inference by running the DNN layer under the
cloud/edge server and the DNN layer under the client is called
DNN query.

To run complex DNNs on the cloud/edge server, we need to
install the corresponding pre-trained DNN model on the tar-
get cloud/edge server [3], [4]. Considering the real-time data
processing, it is generally preferred to upload the DNN model
to a cloud/edge server closer to the task [5], [6]. However,
since the client can keep moving, it is quite difficult to accu-
rately predict which cloud/edge server the client will connect
to. Thus it is unreasonable to pre-install the DNN model on the
cloud/edge server. Therefore, we first need to determine which
cloud/edge server the client is connected to, and then deploy
the DNN model from the client to the specified cloud/edge
server, which is a more realistic approach.

As a promising method, the DNN migration plan can
reduce the pressure on mobile devices by migrating extremely
computation-intensive execution from resource-constrained
devices to cloud/edge servers, thereby achieving DNN infer-
ence acceleration [7], [8]. It mainly involves DNN deployment,
migrating decision-making, and resource allocation [9]. The
traditional method usually migrates part of the DNN model
to cloud servers with high computing power, thus reducing
the execution delay of the DNN model and achieving low
delay DNN migration [10]. However, since the cloud cen-
ter is too far away from the client, cloud-based migration
plans are affected by multiple factors, e.g., the network band-
width, the central computing capacity, the amount of data
transferred, and the number of computing tasks [6], [11], [12].
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Instead, we can seek the help of edge computing, where edge
servers are widely distributed between mobile devices and
cloud computing centers, and integrate core capabilities of
the network, computing, storage, and applications [13], [14].
Thus, edge-based migration plans can effectively alleviate the
burden on network bandwidth and achieve lower transmis-
sion delay, thereby obtaining a DNN migration plan with low
migration delay [15]. Unfortunately, the computing power of
edge servers is generally limited, and it is difficult to sup-
port the operation of large-scale DNN models. Therefore,
capturing a DNN migration plan in a resource-limited com-
puting environment is one of the current challenges. We know
that the local-edge-cloud collaborative environment combines
the characteristics of cloud computing with high computing
capacity and edge computing with low transmission delay.
However, most current studies fail to consider how to obtain
the DNN migration plan suitable for large-scale DNN models
in the multi-user local-edge-cloud collaborative environment
with limited computing resources [16], [17].

One of the major problems with DNN uploads is that
the transmission delay for uploading the entire DNN model
is too long. Before the completion of uploading the DNN
model, the DNN query will only be run by the client, which
causes a great burden on the client while the DNN query
performance is very poor [10], [18]. Therefore, we should con-
sider segmenting the DNN model to obtain the DNN partition
and execute the DNN query while uploading the DNN par-
tition, thereby increasing DNN query performance. For the
DNN partition that has been successfully uploaded to the
cloud/edge server, the message that the DNN partition was
successfully uploaded will be returned to the client. At this
time, the DNN query will be executed by the DNN par-
tition under the client and the DNN partition successfully
uploaded to the cloud/edge server. The shortest path method
combined with the penalty factor method is often used to
make the uploading plan of the DNN model. As a result,
DNN partitions are generally large and lack the opportunity
to achieve better DNN query performance with more fine-
grained partitions. In response to the problem of excessive
granularity partitioning, an efficiency-based partitioning algo-
rithm was designed to generate a more fine-grained uploading
plan [19]. Unfortunately, similar to the above uploading plans,
this method uploads DNN partitions from a single client to
a single cloud/edge server, and it is challenging to be fur-
ther applied to a multi-cloud/edge server environment with
multiples users and servers.

To address the above challenges, we propose a novel
offloading scheme called EosDNN, considering the migration
and uploading problems of DNN models in the multi-user
local-cloud-edge collaborative computing environment [20].
Firstly, we consider the migration problem of DNN models
in the local-edge-cloud collaborative environment with lim-
ited resources. In order to obtain the optimal migration delay
under multi-task parallelism, we apply the Particle Swarm
Optimization with Genetic algorithm (PSO-GA algorithm) to
create the DNN migration plan. After that, we also consider
the processing of the topological DNN model containing the
inception module. In order to optimize the migration delay of

the DNN model, we propose a two-step migration method to
process the topological DNN model. Secondly, we consider a
DNN uploading plan that allows the client to perform DNN
queries before uploading the entire DNN model. With the aim
of performing DNN queries more efficiently, we propose a
layer merge uploading algorithm (LMU algorithm) to create
the DNN uploading plan. Compared with existing partition
uploading plans, the LMU algorithm can generate a more fine-
grained DNN partition uploading plan by combining the DNN
layer with adjacent layers to form a DNN partition, where the
DNN layer is the finest-grained DNN partition. This approach
avoids the problem that the granularity of the DNN partition is
too large due to the direct partition of the whole DNN model.
The main contributions of this paper are listed as follows:

• A migration plan based on PSO-GA algorithm is
proposed to obtain the distribution of the DNN layer
under each server in the local-edge-cloud collabora-
tive environment. This method is suitable for multi-task
parallelism, which is conducive to obtaining the low-
est migration delay. In addition, we propose a two-step
migration method to deal with topological DNN models.

• An uploading plan based on LMU algorithm is proposed
to obtain DNN partitions and determine the upload order
of DNN partitions. This method greatly reduces the gran-
ularity of DNN partitions and greatly improves DNN
query performance.

• Consider a more realistic computing environment and
offloading scheme, where multiple DNN models are
paralleled in a multi-user local-edge-cloud collaborative
environment with limited resources, which is suitable for
large-scale DNN model migration and upload.

The rest of this paper is organized as follows. Section II dis-
cusses relevant studies. Section III introduces a framework of
local-edge-cloud collaborative computing. Section IV presents
the overall architecture of the EosDNN offloading scheme.
Section V describes the first part of the EosDNN offload-
ing scheme, i.e., the migration plan, and gives the distribution
of the DNN layer under the server in the local-edge-cloud
collaborative computing. Section VI proposes the second part
of the EosDNN offloading scheme, i.e., the uploading plan,
and formulates a plan for the upload order of the DNN parti-
tion. Section VII provides the simulation results from different
aspects. Finally, Section VIII concludes the paper and points
out future research directions.

II. RELATED WORK

In recent years, many efforts have been devoted to the DNN
migration plans and DNN uploading plans, respectively, and
several feasible solutions have been put forward from different
perspectives.

A. Existing Migration Plans

Previous migration plans are mostly reflected in the
application of task migration. Liu et al. [21] formulated
the optimization problem for energy saving on mobile
devices whose tasks can be divided, and utilized a greedy
choice to solve the problem. Zhang et al. [22] proposed a
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lightweight energy-efficient computational migration plan to
make migration decisions for each component and adopted
a greedy heuristic [21] to determine which components to
be migrated to edge servers. Cui et al. [23] considered a
tripartite-based model to represent the problem of data replica
placement. For this reason, they proposed a data replica place-
ment strategy based on the Genetic Algorithm (GA) to reduce
data transmission in the cloud server. Pandey et al. [24]
presented a heuristic algorithm based on Particle Swarm
Optimization (PSO) [25] for data-intensive applications while
considering both the computational cost and data transmission
cost. Deng et al. [26] presented a fine-granularity migra-
tion plan and the energy-efficient task migration problem
is mathematically formulated as a constrained 0-1 program-
ming. Lin et al. [27] proposed a self-adaptive Discrete
Particle Swarm Optimization algorithm with GA operators
(GA-DPSO) [28], [29], optimizing the data transmission delay
when placing data for a scientific workflow. This approach
considers the impact factors that affect transmission delay and
the data placement characteristics. Lin et al. [30] proposed an
adaptive discrete PSO algorithm using GA operators to reduce
the system cost caused by data transmission and DNN model
execution.

B. Existing Uploading Plans

Some research has been conducted on DNN uploading with
the use of partition-based methods. Jeong et al. [31] proposed
a new approach to run a Machine Learning (ML) Web
app on resource-constrained embedded devices by uploading
ML computations to servers, where uploading computations
dynamically depending on the problem size and network sta-
tus. IONN [3] uses the shortest path method and the penalty
factor method to determine DNN partitions, and builds the
DNN model incrementally when each DNN partition arrives,
allowing the client to start partial uploading even before
uploading the entire DNN model, thereby improving query
performance. Enhanced Partitioning [32] is based on a penalty
factor method of uploading overhead and uses the shortest
path method on the DNN execution graph between the client
and the cloud/edge server to partition the DNN layer, which
generates a more granular uploading plan. JointDNN [33]
transforms the optimal computing scheduling problem of
DNN into the shortest path problem and Integer Linear
Programming (ILP) in the mobile cloud computing envi-
ronment, and divides the DNN architecture by optimization
formulations at layer granularity, thereby achieving collabo-
rative computing between mobile devices and the cloud. In
addition, Jeong [34] constructed a lightweight edge computing
system called PerDNN, to provide seamless uploading services
even if users move between multiple edge servers, where
PerDNN was proposed to further support DNN to perform
uploading between mobile users and many interconnected
edge servers.

C. Qualitative Comparison

We briefly analyzed the issues existing in previous migra-
tion plans and uploading plans, respectively. Then, in view

of the deficiencies of the existing work, we put forward our
improvement.

Migration Plan: Swarm intelligence algorithms, e.g., GA
and PSO algorithms, are usually considered for the migration
plan. However, these algorithms are easy to fall into the local
optimum, and it is difficult to obtain global optimal results.
Moreover, they neglect the introduction of crossover and muta-
tion operations in the PSO algorithm to optimize the update
process. In addition, the existing work only considers how to
obtain the optimal migration plan of the DNN model in the
edge/cloud environment, and ignores the parallel requirements
of large-scale DNN models for multiple users, in which the
computing resources of the edge server are insufficient to sup-
port DNN operation and the high transmission delay of cloud
servers is not enough to achieve low migration delay. In other
words, most existing migration plans do not take into account
the waiting time caused by the parallelism of large-scale DNN
models in resource-constrained computing environments.

Uploading Plan: Most of the current studies are based on
the shortest path method and the penalty factor method to
formulate the uploading plan of the DNN model. However,
the problem of the penalty factor method is that for each
DNN model, due to the limited number of penalty factor
values, DNN partitions are generally large and lack the oppor-
tunity to achieve better DNN query performance. For the
problem of excessive granularity, some scholars have proposed
efficiency-based partitioning algorithms, which can generate
more fine-grained uploading plans. Unfortunately, this upload-
ing plan is only suitable for environments from a single client
to a single edge server, not for complex environments with
multi-cloud/edge servers. Several lightweight edge comput-
ing systems have been developed to provide seamless upload
services, but the loss caused by the layer upload delay has
been ignored.

As a comparison, this paper proposes an efficient EosDNN
offloading scheme to speed up DNN inference. It is achieved
by considering both the DNN migration plan and the DNN
uploading plan. For the migration plan, we propose a PSO-GA
algorithm in a multi-user local-edge-cloud collaborative envi-
ronment, which can realize the multi-task parallelism with low
migration delay, obtain the distribution of DNN layer under the
server, and is suitable for large-scale DNN model migration.
For PSO-GA algorithm, the crossover operation and mutation
operation of GA algorithm are introduced into the update of
PSO algorithm, which is beneficial to obtain the global optimal
migration plan. For DNN uploading plans, we propose the
LMU algorithm that improves DNN query performance by
reducing the granularity of the DNN partition, suitable for
DNN queries while uploading DNN partitions.

III. ENVIRONMENTAL DEFINITION

In this paper, we consider a multi-user local-edge-cloud col-
laborative computing environment (M, E, C), where M =
{m1,m2, . . . ,mu} is the set of clients, E = {e1, e2, . . . , eo}
is the set of edge servers and C = {c1, c2, . . . , cw} is the
set of cloud servers. Here, we set up a local-edge-cloud
collaborative environment with u clients, o edge servers, and
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TABLE I
SYMBOLS AND DEFINITIONS

w cloud servers. The symbols and definitions are described in
Table I.

The multi-user local-edge-cloud collaborative comput-
ing environment is defined as R = (M,E,C) =
{r1, r2, . . . , rd , . . . , rs}, where {r1, r2, . . . , ru} represents the
set of clients M, {r(u+1), r(u+2), . . . , r(u+o)} represents the
set of edge servers E, and {r(u+o+1), r(u+o+2), . . . , rs} rep-
resents the set of cloud servers C, respectively. Here, we have
d ∈ [0, s ] and s = u + o + w . The DNN set on the device
is denoted by D = {D1,D2, . . . ,Di , . . . , }, i ∈ [1, α], where
we define the DNN model Di as a task, and α indicates
the number of tasks. Each DNN task can be expressed as
Di = {Di1,Di2, . . . ,Dij , . . . , }, j ∈ [1, βi ], where Dij refers
to the subtask at the j-th layer under the i-th DNN model,
and βi refers to the number of subtasks under the task Di . In
addition, we know that subtasks Dij under each task Di run
in serial order.

IV. ARCHITECTURE OF EOSDNN OFFLOADING SCHEME

We cannot accurately predict which cloud/edge server the
mobile client will connect to, so it would not make sense to
pre-install DNN subtasks on the cloud/edge server. It is a more
realistic method to first determine which cloud/edge server the
client will connect to, and then deploy the DNN subtasks under
the client to the designated cloud/edge server. In the above
scenario, how to achieve efficient DNN inference becomes a
problem. To address the above issues, the EosDNN offloading
scheme is established in a multi-user local-edge-cloud collabo-
rative environment with limited resources. As shown in Fig. 1,
we describe the operation process of the EosDNN offload-
ing scheme, and then describe the internal architecture of the
migration plan and an uploading plan, where the EosDNN
offloading scheme contains a migration plan and an upload-
ing plan, which achieve low migration latency and efficient
DNN query performance, respectively.

A. Migration Plan

We consider using PSO-GA algorithm to generate a DNN
migration plan, so as to determine the distribution of DNN
subtasks under the cloud/edge server.

Considering the high transmission delay of cloud servers
and the limited computing capacity of edge servers, the
existing local-cloud or local-edge computing environment is
difficult to support large-scale DNN model inference. In addi-
tion, most of the existing algorithms are not suitable for

Fig. 1. The process of EosDNN offloading scheme. Among them, 1 repre-
sents the parameters of the DNN model, and 2 represents the environmental
parameters of the local-edge-cloud collaborative environment. 3 means that
after the migration plan determines the migration location of the DNN sub-
task, the uploading plan obtains the DNN partition and the upload order of
DNN partition based on this. 4 represents the process of uploading the DNN
partition to the computing environment.

generating efficient migration plans for the parallel processing
of DNN models in resource-limited computing environments.
Therefore, we propose a PSO-GA algorithm for DNN parallel
migration in a multi-user local-edge-cloud collaborative envi-
ronment with limited resources and then generate a migration
plan. The PSO-GA algorithm uses individual local information
and group global information to guide the search and has a fast
convergence speed, which is suitable for efficiently generating
a DNN migration plan. Finally, considering the diverse struc-
ture of the DNN model, in order to enhance the generalization
ability of the migration plan, we proposed two-step migra-
tion to deal with the topological DNN model with inception
modules.

B. Uploading Plan

Based on the migration plan, the migration position of each
DNN layer is known. Then, we propose LMU algorithm to
generate a DNN uploading plan, so as to obtain the DNN
partition and determine the upload order of the DNN partition.

In Table IV, we notice that the DNN model is too large,
so the transmission delay to upload the entire DNN model is
too long. Before DNN model uploading is completed, DNN
queries will only be run by the client, causing a lot of burden to
the client. Due to the low computing power of the client, DNN
inference efficiency is very low. Considering that the DNN par-
tition granularity of the existing DNN uploading plan is too
large, it is difficult to obtain better DNN query performance. In
addition, the existing DNN uploading plans are applied from
a single client to a single edge/cloud computing node, which
does not conform to the trend of edge-cloud collaboration.
Therefore, we proposed the LMU algorithm in the local-edge-
cloud collaborative environment. As we all know, the DNN
layer is the smallest granularity of the DNN model. Based
on LMU algorithm, the DNN layer is merged with adjacent
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layers to form a DNN partition, which avoids the excessive
granularity caused by the whole DNN model partition in the
existing work. In this case, the generation of fine-grained parti-
tions can be maximized, and the performance of DNN queries
can be optimized.

V. PROPOSED MIGRATION PLAN

We use the PSO-GA algorithm to analyze the subtask dis-
tribution in a multi-user local-edge-cloud collaborative envi-
ronment, so as to obtain the first part of EosDNN offloading
scheme, i.e., migration plan. The section includes three parts:
Firstly, we preprocess the topological DNN model and then
propose the two-step migration of the DNN model. Secondly,
we briefly introduce the mathematical model of the migration
plan. Finally, we consider the operation of PSO-GA algorithm
under the migration plan.

A. Two-Step Migration

1) Two-Step Migration Preprocessing: We know that DNN
models usually include chain DNN models and topological
DNN models containing inception modules. Considering the
data dependency between DNN subtasks and the migration
efficiency of DNN models, it is usually necessary to preprocess
the DNN model.

When the deviation between the out-degree of the prede-
cessor and the in-degree of the successor under the inception
module is 1, some scholars merge the two adjacent layers
into a new layer. After preprocessing, the data dependency
between the predecessor and the successor will disappear [30].
Some methods directly regard the inception module as a whole
and convert the topological DNN model containing the incep-
tion module into a chain DNN model [35]. In addition, some
scholars regard the inception module as a minimum cutting
problem and use Boykov–Kolmogorov maximum flow algo-
rithm, topological sorting algorithm, and other algorithms to
perform a DNN partition [36]. However, the existing prepro-
cessing topology DNN model is not suitable for generating
fine-grained DNN partitions, and it is difficult to obtain a
more efficient DNN migration plan and DNN uploading plan.
Therefore, we design two-step migration preprocessing as
follows.

• Initial Migration Preprocessing: For the topological DNN
model, we first directly regard the inception module
as a whole, and convert the topological DNN model
into a chain DNN model, which ensures that the data
transmission relationship of the inception module is not
destroyed.

• Secondary Migration Preprocessing: Considering that
the repeated transmission of the same input data will
bring unnecessary transmission pressure to the wireless
network, it will also bring higher transmission delay. We
treat the DNN layers with the same input under the incep-
tion module as a whole and migrate them to the same
edge/cloud server.

Taking Fig. 2 as an example, we regard layer block A as
one layer during the initial migration preprocessing. In the
secondary migration preprocessing, we regard layer block B

Fig. 2. Inception module.

and layer block C as one layer, respectively, and then split the
inception module.

2) Two-Step Migration: In order to process the topological
DNN with inception module, based on the two-step migration
preprocessing, we propose a two-step migration method as
follows.

• Initial Migration: based on the initial migration prepro-
cessing, we regard the inception module as one layer in
the DNN model, thus transforming the topological DNN
model into the chain DNN model, and then the chain
DNN model is divided for the first time. In the Initial
Migration, we can know the migration position of the
input and output layers of the inception module.

• Secondary Migration: Based on the secondary migra-
tion preprocessing, we divide the inception module for
the second time, migrate each branch of the inception
module, and get the subtask distribution of the inception
module under the cloud/edge server. At this time, the final
migration delay of the inception module is the branch that
takes the longest time, and the energy consumption and
cost are the sums of all branches, respectively.

B. Migration Plan Analysis

In the local-edge-cloud collaborative environment, we can
choose to perform subtasks Dij locally or migrate to a
cloud/edge server. We first calculate the transmission delay,
execution delay, and waiting delay, respectively. Then we
establish the migration delay formula of the DNN model under
the two-step migration.

We define an indicative function 1d , where d represents the
migrating location of subtask Dij in the local environment M.
For instance, for the indicative function 1d∈[1,u], if the actual
migrating location of Dij is rd , when d > u, 1d∈[1,u] = 0,
otherwise, 1d∈[1,u] = 1.

1) Execution Delay: After the input data required by sub-
task Dij is transmitted to the cloud/edge server, the subtask
starts to execute, and its execution delay T 1

ij is as follows:

T 1
ij =

Pij

Q l
ij

1d∈[1,u] +
Pij

Qe
ij

1d∈[u+1,u+o] +
Pij

Qc
ij

1d∈[u+o+1,s],

(1)

where Pij represents the number of CPU cycles to complete
subtask Dij . Q l

ij , Qe
ij and Qc

ij indicate the computing power
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of the client, edge server and cloud server where subtask Dij

is located, respectively.
2) Transmission Delay: Since the subtask Dij under the

task Di is executed serially, we consider the data transmission
between the server where subtask Dij−1 is located and the
server where subtask Dij is located. Let v denote the data
transmission rate between servers, which can be defined as:

v =

⎧
⎨

⎩

∞, if rd and rd ′ are connected & rd = rd ′ ,
η, if rd and rd ′ are connected & rd �= rd ′ ,
0, ifrd and rd ′ are not connected.

(2)

where rd and rd ′ represent two servers in a local-edge-cloud
collaborative environment, and η is a constant.

Therefore, the transmission delay T 2
ij between subtasks

Dij−1 and Dij is calculated as follows:

T2
ij =

gij
vij

1d∈[1,u] +
gij
vij

1d∈[u+1,u+o] +
gij
vij

1d∈[u+o+1,s], (3)

where gij represents the transmission data between subtasks
Dij−1 and Dij , and vij represents the transmission rate
between the server where subtask Dij−1 is located and the
server where subtask Dij is located.

3) Waiting Delay: The number of parallel pools represents
the maximum number of subtasks that the cloud/edge server
can execute concurrently, and each parallel pool can execute
a DNN subtask. For example, if the number of parallel pools
under a cloud/edge server is four, it means that the cloud/edge
server can process up to four subtasks simultaneously. We
assume that the number of parallel pools per server is lim-
ited, that is, computing resources are limited. Therefore, when
formulating a migration plan, due to the limitation of the par-
allel pool, it is necessary to consider the waiting time due to
subtask queuing under each cloud/edge server.

Let xpld , x rund and x std denote the number of parallel pools,
the number of running subtasks, and the number of sub-
tasks to be run under the server rd , respectively. Obviously,
x rund ≤ x

pl
d . In addition, if x std ≤ x

pl
d , the queuing time

zij = 0. If x std > x
pl
d , we calculate the difference Iij between

the complete execution time of subtask being executed and
the start execution time of subtask being queued. If Iij > 0,
it indicates that the subtask needs to queue, and the queuing
time zij = Iij . If Iij ≤ 0, indicating that the subtask does not
need to wait, then the queuing time zij = 0. The waiting delay
T 3
ij can be expressed as:

T 3
ij = zij 1d∈[1,u] + zij 1d∈[u+1,u+o] + zij 1d∈[u+o+1,s], (4)

Iij = T 2
i ′j ′ + T 1

i ′j ′ + zi ′j ′ − T 2
ij +

(
ti ′j ′ − tij

)
, (5)

zij =

{
0, x std ≤ x

pl
d ,

max
{
0, Iij

}
, x std > xpld .

(6)

where Di ′j ′ and Dij respectively represent the subtask that
ends first and the subtask that arrives first under the cloud/edge
server. zij and zi ′j ′ denote the queuing time of subtask Dij

and Di ′j ′ , respectively. T 1
i ′j ′ denotes the execution delay of

subtask Di ′j ′ , T
2
ij denotes the transmission delay between sub-

tasks Dij−1 and Dij , T 2
i ′j ′ denotes the transmission delay

between subtasks Di ′j ′−1 and Di ′j ′ , tij and ti ′j ′ denote the

time to start transmitting the input data of the subtask Dij and
Di ′j ′ , respectively.

C. Problem Formulation

For the topological DNN model containing the inception
module, we consider the two-step migration.

• Initial Migration: The first step is to treat the incep-
tion module as a whole, and treat the inception module
as a layer Dij in the DNN model Di . Our goal is to
find the best migration plan with the lowest migration
delay in the local-edge-cloud collaboration environment
to meet the resource constraints of each server. Then, the
optimization formula is as follows:

min :
∑

i

∑

j

T 1
ij + T 2

ij + T 3
ij

s .t . : x rund ≤ xpld (7)

• Secondary Migration: After initial migration, the migra-
tion locations of the input and output layers of the
inception module are available. Based on this, we migrate
each branch of the inception module separately. It is
important to note that the migration delay of the incep-
tion module is the single branch with the highest delay,
as follows:

min :
∑

c

max
j ∗

{
∑

w

T cw1
ij ∗ + T cw2

ij ∗ + T cw3
ij ∗

}

s .t . : x rund ≤ x
pl
d (8)

Some layers of tasks Dij in the initial migration are incep-
tion modules, defined as Dcw

ij ∗ . For these layers, we perform
a secondary migration, where c is the total number of incep-
tion modules, w is the number of layers in each branch of the
inception module, j ∗ indicates that the j-th layer in the initial
migration is the inception module. In addition, the formulas
of T cw1

ij ∗ , T cw2
ij ∗ and T cw3

ij ∗ are the same as the formulas of
T 1
ij , T 2

ij and T 3
ij .

D. PSO-GA Algorithm

The fundamental goal of the DNN migration plan is to find
a mapping from D to R to minimize the delay of the migration
plan. In addition, we need to note that finding the best mapping
from D to R is an NP-hard problem [37]. Based on this, we use
PSO-GA algorithm to get the best mapping from D to R, that
is, the migration plan. In order to explain more concisely, we
mainly discuss Eq. (7) in initial migration. (Inception module
migration in secondary migration is the same as the initial
migration except for the difference of the fitness function).

1) Rationality: The PSO algorithm is a collaborative search
algorithm that uses individual local information and group
global information to guide the search at the same time. It
has a faster convergence rate and is suitable for efficiently
generating DNN migration plans. However, the local search
ability of PSO algorithm is poor, and the search accuracy is not
high enough to obtain an accurate optimal solution. The search
performance of the PSO algorithm depends on the balance of
its global exploration and local refinement, which depends to
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Fig. 3. An encoded particle for a DNN migration.

a large extent on the inertial component, individual cognition,
and social cognition of the algorithm.

In order to avoid premature convergence of particles and
improve the global search performance, the PSO-GA algo-
rithm introduces the crossover operator and mutation operator
of the GA algorithm when the particles are updated, so that
the particles can gain the ability to explore new regions,
thereby obtaining better global search capabilities. For indi-
vidual cognitive components and social cognitive components,
the crossover operator of GA algorithm is introduced to refresh
the corresponding components. In addition, we combine the
inertial component with the mutation operator of the GA
algorithm, which can better balance the local search and the
global search, and then obtain the optimal migration plan in
local-edge-cloud collaborative computing environments.

2) Coding Strategy: A good coding strategy is a prerequi-
site for a reasonable migration decision, which usually needs
to comply with the following three principles:

• Completeness: Each candidate solution can be coded as
a particle.

• Non-redundant: Each candidate solution has only one
corresponding coded particle.

• Feasibility: Each coded particle represents a candidate
solution.

In Fig. 3, the PSO-GA algorithm uses a nested strategy to
encode the migration problem of the DNN layer, where each
particle represents a candidate solution for all DNNs, and the
k-th particle Hk in the t-th iteration is described as:

H t
k =

(
htk1, h

t
k2, . . . , h

t
k β̄

)
, (9)

htkj =
(
rd , uj

)t
kj
, (10)

where β̄ is the total number of layers in all DNN models,
htkj means that in the t-th iteration, the server rd will execute
subtask Dij in the order of uj . uj = 0, 1, . . . , β̄ − 1 indicates
the order of subtask Dij .

3) Fitness Function: The fitness function is used to evaluate
the performance of particles, and particles with lower fitness
represent better candidate solutions. The purpose of this paper
is to pursue the minimum migration delay, so we define the
fitness function as follows:

f (Hk ) =
∑

i

∑

j

T 1
ij + T 2

ij + T 3
ij , (11)

where f (Hk ) represents the migration delay in a multi-user
local-edge-cloud collaborative environment. The lower the
individual fitness, the less time it takes to complete all tasks,
which means that it is less likely to be eliminated from the
population.

Fig. 4. Update operator.

4) Update Strategy: We know that PSO algorithm mainly
includes inertia component, individual cognition, and social
cognition, while the high quality of traditional PSO algorithm
is easy to fall into the defect of local optimization. In order to
avoid premature convergence and improve the global search
performance, the PSO-GA algorithm introduces the crossover
operator and mutation operator of the GA algorithm during
particle updates. The crossover operator p() (or g()) is shown
in Fig. 4(a), randomly selecting the ind1 and ind2 positions in
the old particle, and then replacing the segment between ind1
and ind2 with partial best PB (or global best GB) particles
in the same interval. The mutation operator M() is shown in
Fig. 4(b), by randomly selecting the position in the particle
and changing the corresponding server.

Iterative Update: When the i-th particle is in the t-th
iteration, the iteration update is as follows:

H t
k = ε2 ⊕ g

(
ε1 ⊕ p

(
w ⊕M

(
H t−1

k

)
,PB t−1

k

)
,GB t−1

)
. (12)

Inertial Component: The mutation operator M() is intro-
duced to refresh the inertial component At

k .

At
k = w ⊕M

(
H t−1
k

)
=

{
M

(
H t−1
k

)
, r1 < w ,

H t−1
k , else.

(13)

Individual Cognition: Introduce crossover operator p() to
refresh individual cognition B t

k .

B t
k = ε1 ⊕ p

(
At
k ,PB

t−1
)
=

{
p
(
At
k ,PB

t−1
)
, r2 < ε1,

At
k , else.

(14)

Social Cognition: Introduce crossover operator g() to refresh
social cognition C t

k .

C t
k = ε2 ⊕ g

(
B t
k ,GB t−1

)
=

{
g
(
B t
k ,GB t−1

)
, r3 < ε2,

B t
k , else.

(15)

where PB t−1 is the partial optimal solution in the t − 1th

iteration, and GB t−1 is the global optimal solution in the
t − 1th iteration. ε1 and ε2 represent acceleration coefficients.
r1, r2 and r3 represent random numbers between [0, 1]. In
addition, the order of DNN layers uj is not updated with
iteration. εst1 and εed1 are the start value and end value of ε1,
respectively. εst2 and εed2 are the start value and end value of
ε2, respectively.
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Algorithm 1: Migration Algorithm
Input: Local-edge-cloud collaborative environment

parameters (bandwidth, server computing power,
number of various servers), DNN model
description (number of CPUs required for
execution layer, data transfer volume).

Output: The optimal migration plan.
1 Preprocessing: obtain the current optimal allocation plan

and the historical optimal plan through the GA
algorithm, and update the PSO algorithm parameters.

2 for particle k = 1 do
3 Initialize particle with crossover and mutation

operations
4 Ti =

∑
j T

1
ij + T 2

ij + T 2
ij

5 Calculate the fitness of particle k and
6 set PBk = Hk
7 GB = min PBk
8 for k = 1 to N do
9 Update particle with crossover and mutation

operations
10 Calculate the fitness of particle

fitness(Hk ) =
∑

i

∑
j T

1
ij + T 2

ij + T 3
ij

11 if fitness(Hk ) < fitness(PBk ) then
12 PBk = Hk

13 if fitness(PBk ) < fitness(GB) then
14 GB = PBk

15 final
16 return GB as migration plan

5) Mapping of Particles and DNN Migration: The k th

particle of the PSO-GA algorithm is in the local-edge-cloud
collaborative environment, the partial optimal solution PBk is
the relative optimal distribution of subtasks, and the global
optimal solution GB indicates the optimal distribution of
subtasks, particle Hk represents the distribution and order
information of subtasks. We set up N particles. The pseu-
docode of the algorithm is as shown in Algorithm 1. A more
preferred subtask allocation scheme is generated by the GA
algorithm as the initial solution, and then the PSO algorithm
is applied to find a subtask migration plan close to the optimal
solution in the solution space, then we combine crossover and
mutation operations to update.

6) Parameter Settings: We know that the inertia weight w
affects the convergence and search ability of PSO algorithm.
The PSO-GA algorithm designs an adjustment mechanism that
adapts to the nonlinear migration characteristics, and considers
an adjustment mechanism that can adaptively adjust the search
capability according to the current particle:

w = wmax − (wmax − wmin)× e

d(Ht−1
k )

d(Ht−1
k

−1.01) , (16)

where wmax and wmin are the maximum and minimum val-
ues of w in the initialization phase, respectively. d(H t−1

k ) =
div(GB t−1,H t−1)

|C | , where div(GB t−1,H t−1) denotes the

Fig. 5. Schematic diagram of DNN layer uploading.

Fig. 6. Diagram of data transmission. B in
ij , Bout

ij represent input and output
data transmission delays of layers Dij between the client and server, respec-
tively. Oij represents the input data transmission of layer Dij between two
servers. Cij and Aij represent the execution delay of layer Dij on the client
and server, respectively.

coordinate difference between the global best particle GB t−1

and the current particle H t−1 in the t − 1th iteration, i.e., the
lower div(GB t−1,H t−1) is, the closer GB t−1 and H t−1

are. In addition, the search capability is adaptively adjusted
according to the difference between the current particle and
the global best particle.

VI. PROPOSED UPLOADING PLAN

Through the migration plan, we can know the migration
position of each DNN layer. Based on this, we propose a layer
merge uploading algorithm to obtain DNN partitions and for-
mulate the upload order of DNN partitions, thereby obtaining
the second part of the EosDNN offloading scheme, i.e., the
uploading plan. In Fig. 5, we briefly introduce the data flow
of the DNN model.

In this section, we first give some common definitions.
Then, we design four principles for DNN model uploading.
Finally, we propose an LMU algorithm to upload the DNN
model according to four principles.

A. Common Definition

We give several common definitions: Definition 1 (merged
layer): Merged layer refers to the combination of several adja-
cent layers. According to Fig. 6, when the layer Dij and the
layer Dij+1 are uploaded to the cloud/edge server as a whole,
it is called a merged layer.
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Definition 2 (DNN partition): DNN partition represents the
division of the DNN model, including the DNN layers and
merged layers.

Definition 3 (Uploading Method Definition): We divide
uploading methods into Independent Uploading and Non-
independent Uploading, in which Non-independent Uploading
can be divided into three cases. The detailed definition is as
follows.

• Independent Uploading: When a DNN partition is
uploaded to the cloud/edge server, but the input DNN
partition and output DNN partition are not uploaded.

• A-Non-Independent Uploading: For a DNN partition,
if the input DNN partition has been uploaded to the
cloud/edge server, but the output DNN partition has not
been uploaded.

• B-Non-Independent Uploading: For a DNN partition,
if the output DNN partition has been uploaded to the
cloud/edge server, but the input DNN partition has not
been uploaded.

• C-Non-Independent Uploading: For a DNN partition,
both the input DNN partition and output DNN partition
have been uploaded to the cloud/edge server.

In Fig. 6, based on [32], we give definitions for four
different conditions related to delay.

Definition 4 [Total Delay Advantage (TDA)]: The delay
advantage obtained by executing all DNN partitions on a
cloud/edge server compared to executing all DNN partitions
locally.

• Example 1: For Dij−1, Dij and Dij+1 upload in turn,
the corresponding TDAs are TDA′

ij−1, TDA′
ij and

TDA′
ij+1, respectively, where TDA′

ij−1 = Aij−1 −
Cij−1−B in

ij−1−Bout
ij−1, TDA′

ij =
∑j

a=j−1(Aia−Cia)−
Oij − B in

ij−1 − Bout
ij and TDA′

ij+1 =
∑j+1

b=j−1(Aib −
Cib)−

∑j+1
c=j Oic − B in

ij−1 − Bout
ij+1.

• Example 2: For Dij−1, Dij+1 and Dij upload in turn,
the corresponding TDAs are TDA′′

ij−1, TDA′′
ij+1 and

TDA′′
ij , respectively, where TDA′

ij−1 = Aij−1−Cij−1−
B in
ij−1 − Bout

ij−1, TDA′
ij+1 = Aij+1 − Cij+1 − B in

ij+1 −
Bout
ij+1 and TDA′

ij =
∑j+1

b=j−1(Aib−Cib)−
∑j+1

c=j Oic−
B in
ij−1 − Bout

ij+1.
Definition 5 [Layer Delay Advantage (LDA)]: LDA refers

to the optimization of the TDA after uploading each DNN
partition. We define the TDA change caused by each DNN
partition upload as LDA. In addition, we record the LDA under
the Independent Uploading mode as LDA∗.

• Example 3: For Dij−1, Dij and Dij+1 upload in turn, the
corresponding LDAs are LDA′∗

ij−1, LDA′
ij and LDA′

ij+1,
where LDA′∗

ij−1 = TDA′
ij−1, LDA′

ij = TDA′
ij −

TDA′
ij−1 and LDA′

ij+1 = TDA′
ij+1 − TDA′

ij .
• Example 4: For Dij−1, Dij+1 and Dij upload in turn, the

corresponding LDAs are LDA′′∗
ij−1, LDA′′

ij and LDA′′∗
ij+1,

where LDA′′∗
ij−1 = TDA′′

ij−1, LDA′′∗
ij+1 = TDA′′

ij+1
and LDA′′

ij = TDA′′
ij − TDA′′

ij−1 − TDA′′
ij+1.

• Example 5: Dij−1 and Dij are merged to upload, then
the LDA∗ of the merged layer is Aij−1+Aij −(Cij−1+
Oij + Cij )− B in

ij−1 − Bout
ij .

Fig. 7. Geometric representation of ELDA.

Definition 6 [System Delay (SD)]: As DNN partitions are
uploaded, the delay for completing DNN model queries will
change constantly. We define the delay of completing the DNN
model query as SD. In Fig. 8, we denote the sum of SD
changes during the continuous upload process of the DNN
partition as SSD.

• Example 6: In Fig. 6, if the layer Dij−1 and Dij+1 are
executed on the cloud/edge server, and layer Dij is exe-
cuted locally. In addition, first upload layer Dij−1 and
then upload layer Dij+1. The layer upload delay is tij−1

and tij+1 respectively.
The SD before uploading layer Dij−1 is defined as SD =
Aij−1 + Aij + Aij+1.
The SD after uploading layer Dij−1 is SDij−1 = B in

ij−1+

Cij−1 + Bout
ij−1 + Aij + Aij+1.

The SD after uploading layer Dij+1 is SDij+1 = B in
ij−1+

Cij−1 + Bout
ij−1 + Aij + B in

ij+1 + Cij+1 + Bout
ij+1.

The SSD during uploading layers Dij−1 and Dij+1 is
defined as SSD = SD × tij−1 + SDij−1 × tij+1.

Definition 7 [Migration Delay (MD)]: It refers to the delay
obtained by PSO-GA algorithm, which is also equal to SD
after uploading the final DNN partition.

Definition 8 [Efficiency of Layer Delay Advantage (ELDA)]:
The ELDA of DNN partition under unit initial input data is
defined as:

ELDA =
LDA/DNN partition upload delay

initial input data size
. (17)

In Fig. 7, ELDA can be regarded as tan γ, meaning that SD
changes during the DNN partition upload.

B. Uploading Principle Analysis

In this section, we put forward four uploading principles
of the uploading plan. Firstly, we briefly introduce the four
uploading principles. Secondly, we analyze the operation pro-
cess of the four principles. Finally, the formulation principle
of these four principles is demonstrated in detail.

1) Uploading Principle: The contents of the four uploading
principles are as follows.

• Principle 1: DNN partitions are uploaded in descending
order of ELDA.

• Principle 2: After pre-uploading the size = 0 layer under
the merged layer with LDA∗ > 0, the size = 0 layer will
be executed directly. However, after pre-uploading the
size = 0 layer under the merged layer with LDA∗ < 0,
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it will not be executed until the rest of the merged layer
is uploaded.

• Principle 3: Based on Principle 1, when several adja-
cent layers with LDA∗ > 0, upload these layers directly
(Direct Uploading); when part of the DNN partition with
LDA∗ < 0, choose to combine with adjacent layers to
form a new merged layer with LDA∗ > 0, and then
upload the new merged layer(Merge uploading).
For Merge uploading, we proposed Merge Rules to handle
the layer with LDA∗ < 0. In other words, if there is a
layer with LDA∗ < 0, merge it with the adjacent layer
and form a merged layer with LDA∗ > 0 according to
the Merge Rules. The details are as follows:

– For two merged layers with LDA∗ > 0 composed
of input or output adjacent layers, we choose the
merged layer with a higher ELDA.

– The merged layer can be composed of the input
or output adjacent layer. For the LDA∗ of the two
merged layers, if one is greater than 0 and the other
is less than 0, then the merged layer with LDA∗ > 0
is selected.

– When two merged layers with LDA∗ < 0 are consti-
tuted by the input or output adjacent layer, then we
choose to form a merged layer with output adjacent
layers. If the merged layer with LDA∗ < 0, then
continue to find the adjacent layers of the merged
layer based on the above merging rule until a new
merged layer with LDA∗ > 0 is formed.

• Principle 4: According to principle 1, the merged layer
was further divided and uploaded. In other words, when
uploading a merged layer, follow principle 1 to upload the
sub-partitions (including the layers and smaller merged
layers under the merged layer) with LDA∗ > 0 sepa-
rately, and then upload the rest of the merged layer at
once.

2) Operation of the Principle 1-4: We briefly introduce the
operation of Principle 1-4, from which we can easily discover
the relationship between the four principles: Principle 2 is the
premise; Principle 1 is the basis of Principle 3 and Principle 4.

• First of all, we will upload the size = 0 layer in advance
based on Principle 2.

• Secondly, we propose a Merge Rules based on Principle
3 to combine the LDA∗ < 0 layer with its adjacent layers
to obtain the merged layer with LDA∗ > 0 and then get
the DNN partition under the uploading plan.

• Thirdly, we will formulate uploading plans of the DNN
partition based on Principle 1.

• Finally, we combine Principle 4, and formulate upload-
ing plans of the sub-partition with LDA∗ > 0 based on
Principle 1.
It should be noted that when formulating an upload-
ing plan of the sub-partition with LDA∗ > 0,
the upload order of the layers and merged layers
in the entire DNN model remains unchanged, but
the merged layer is uploaded in a more fine-grained
partition.

3) Principle Theory: In this part, we will explain the
Principle 1-4 in detail.

Fig. 8. The performance of SD under different upload orders.

TABLE II
THE SD OF PLAN A AND PLAN B

TABLE III
DETAILED STEPS FOR PLAN B

Remark (Principle 1): Fig. 8(b) shows the SD changes for
different upload orders under Fig. 8(a). Table II describes the
layer upload delay (LUD) and system delay (SD) of uploading
the DNN layer in different orders. Table III describes how to
determine the upload order according to Principle 1.

• Plan A: It represents the SD changes when uploading the
layer in the order of D→ C → A →B under the random
upload layer mode.

• Plan B: It represents the SD changes when uploading the
layer in the order of B→ D → C →A under Principle 1.

In Fig. 8, if the area of the plan (i.e., SSD) is smaller, it
means that the SD is lower in the continuous process of layer
upload, which means that the uploading plan is better. Since
SSD(Plan B) = 2203, SSD(Plan A) = 2359, Plan B is obvi-
ously better than Plan A, which can continuously bring lower
SD changes with continuous uploading of layers.

Remark (Principle 2): We discuss the corresponding LDA
according to the upload order of DNN partitions.

• Under the Same Server: In Fig. 6, for adjacent layers
under the same server, the data transmission delay Oij =
Oij+1 = 0,Bout

ij−1 = B in
ij ,B

out
ij = B in

ij+1.
Independent Uploading: When layer Dij is uploaded
to the cloud/edge server, but Dij−1 and Dij+1 are not
uploaded. The LDA of layer Dij is as follows:

LDA∗
ij = Aij − Cij − B in

ij − Bout
ij . (18)

A-Non-Independent Uploading: If layer Dij−1 has been
uploaded to the cloud/edge server, but layer Dij+1 has
not been uploaded. The LDA of layer Dij can be defined
as follows:

LDA1
ij = Aij − Cij + B in

ij − Bout
ij . (19)
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B-Non-Independent Uploading: Layer Dij+1 has been
uploaded to the cloud/edge server, but layer Dij−1 has not
been uploaded. The LDA of layer Dij can be shown as:

LDA2
ij = Aij − Cij − B in

ij + Bout
ij , (20)

C-Non-Independent Uploading: Both layers Dij−1 and
Dij+1 have been uploaded to the cloud/edge server. The
LDA of layer Dij can be defined as:

LDA3
ij = Aij − Cij + B in

ij + Bout
ij . (21)

• Under Different Servers: In Fig. 6, for adjacent lay-
ers under different servers, the data transmission delay
Oij ,Oij+1 �= 0, where Oij ≤ Bout

ij−1, Oij+1 ≤ B in
ij+1

according to the bandwidth.
Independent Uploading: When layer Dij is uploaded
to the cloud/edge server, but Dij−1 and Dij+1 are not
uploaded, we define LDA of this layer as:

LDA∗
ij = Aij − Cij − B in

ij − Bout
ij . (22)

A-Non-Independent Uploading: If layer Dij−1 has been
uploaded to the cloud/edge server, but layer Dij+1 has
not been uploaded, we define LDA of layer Dij as:

LDA1
ij = Aij − Cij + Bout

ij−1 − Bout
ij −Oij . (23)

B-Non-Independent Uploading: If layer Dij+1 has been
uploaded to the cloud/edge server, but layer Dij−1 has
not been uploaded, LDA of layer Dij can be expressed as:

LDA2
ij = Aij − Cij − B in

ij + B in
ij+1 −Oij+1. (24)

C-Non-Independent Uploading: When both layers Dij−1

and Dij+1 have been uploaded to the cloud/edge server,
LDA of layer Dij can be calculated by:

LDA3
ij = Aij − Cij + B in

ij+1 + Bout
ij−1 −Oij −Oij+1.

(25)

According to Eqs. (18)–(21) and Eqs. (22)–(25), we com-
pare the relationship between the independent upload LDA
and the non-independent upload LDA under the same server
and different servers, respectively, and we can find LDA∗

ij ≤
LDAu

ij ,LDA
∗
ij ≤ LDAu ′

ij , u, u ′ = {1, 2, 3}. From this, we
can prove the rationality of Principle 1. At the same time, we
will get a higher merged layer uploading advantage efficiency
(ELDA) without increasing the layer upload delay.

Remark (Principle 3): We compare the TDA changes of
several adjacent layers with LDA∗ > 0 (Type-1) and part
of the DNN partition with LDA∗ < 0 (Type-2) under
Direct Uploading and Merge uploading. The area Sn , n =
{1, 2, 3, 4} shows the sum of TDA changes during the contin-
uous upload of the DNN layer in different upload methods.
The details are as follows:

• Direct Uploading (Type-1): In Fig. 9(b), the area S1 =
386, if layers A and B are uploaded directly in the order
of A→ B →C.

• Merge uploading (Type-1): In Fig. 9(c), the area S2 =
258, if layers A and B are merged and uploaded in the
order of (AB)→C.

Fig. 9. The TDA performance of the layer with LDA∗ > 0.

Fig. 10. The TDA performance of the layer with LDA∗ < 0.

• Direct Uploading (Type-2): In Fig. 10(b), the area S3 =
312, if layers A and B are uploaded directly in the order
of A→ B →C. (The value of Wmax is negative.)

• Merge uploading (Type-2): In Fig. 10(c), the area S4 =
504, if layers A and B are merged and uploaded in the
order of (AB)→C.

In Fig. 9, S1 > S2 shows that for several adjacent lay-
ers with LDA∗ > 0, Merge uploading is worse than Direct
Uploading. In Fig. 10, S3 < S4, which means that if the layer
with LDA∗ < 0, TDA of this layer will be ignored during the
uploading process of the merged layer, so Merge uploading is
a better uploading method.

Remark (Principle 4): In Fig. 11(a), AB is a merged layer.
We discuss the TDA changes brought about by the different
upload methods of the merged layer. Fig. 11(b) shows that
the merged layer is uploaded according to Principle 1. The
layer B with LDA∗ > 0 is uploaded first before the overall
merged layer is uploaded, and S5 = 536 indicates that TDA
changes during the layer upload process. Fig. 11(c) shows that
the entire merged layer AB is uploaded directly, and S5 = 504
indicates that TDA changes during the layer upload process.
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Fig. 11. The TDA performance of the merged layer under different upload
methods.

In Fig. 11, S5 > S6, indicating that uploading the merged
layer according to Principle 4 is better than uploading the
entire merged layer directly.

C. Layer Merge Uploading Algorithm

Based on the migration plan, we apply Principle 1-4 to
create an LMU algorithm and then generate an uploading
plan. Algorithm 2 shows the process of the algorithm, which
includes five steps.

• Step 1: By using PSO-GA algorithm to generate a migra-
tion plan, thereby obtaining the migration position of
DNN layer on the server (PSO-GA algorithm: line 1).

• Step 2: In order to achieve non-independent uploading
as much as possible, we consider uploading the size = 0
layer according to Principle 2 (Principle 2: line 2).

• Step 3: We consider processing layers with different
LDA∗ types: if LDA∗ > 0, then it will not actively form
a new merged layer with the adjacent DNN partition; if
LDA∗ < 0, it will actively form a new merged layer with
the adjacent DNN partition according to Merge Rules.
Thus, we can obtain DNN partitions. (Principle 3: lines
6∼11).

• Step 4: Based on Principle 1, we obtain the upload order
of DNN partition (Principle 1: line 4).

• Step 5: According to principle 1, we further formulated
the upload order of the sub-partitions with LDA∗ > 0
under the merge layer (Principle 4: line 12).

In addition, it is important to note that during the uploading
process, we upload the inception module as one layer for DNN
overall upload, rather than uploading the inception module step
by step.

VII. PERFORMANCE EVALUATION

In this section, we evaluate the EosDNN offloading scheme
in terms of the migration delay and DNN query performance.

A. Experimental Setup

We build a local-edge-cloud collaborative environment R =
{r1, r2, . . . , r14}, where the first four belong to the clients,

Algorithm 2: Layer Merge Uploading Algorithm
Input: Local-edge-cloud collaborative environment

parameters (Bandwidth, server computing power,
number of various servers), DNN model
description (number of CPUs required for
execution layer, data transfer, layer size).

Output: Optimal DNN uploading plan
1 .
2 Use PSO-GA algorithm to find the optimal migration

plan;
3 Priority uploading size = 0 layer according to Principle

2;
4 for task Di i = 1, 2, 3, . . . , α do
5 Upload DNN partition under DNN model based on

Principle 1.
6 for layer Dij j = 1, 2, 3, . . . , βi do
7 if layer LDA∗ < 0 then
8 Form a merged layer with input or output

adjacent layers, respectively.
9 while merged layer with LDA∗ > 0 do

10 Select the adjacent layer with the highest
ELDA to form a merged layer.

11 while merged layer LDA∗ < 0 do
12 Form a merged layer with j + 1th layers.

13 Upload sub-partitions with LDA∗ > 0 based
on Principle 1.

14 final
15 return uploading plan

TABLE IV
DNN MODEL PARAMETERS

the last five belong to the cloud servers, and the remaining
five belong to the edge servers. The number of parallel pools
of clients, edge servers, and cloud servers in the local-edge-
cloud collaborative environment is 1, 2, and 8, respectively.
We set the bandwidths between the client and the edge server
to 10MB/s, the client and the cloud server to 0.5 MB/s, the
edge server and the cloud server to 0.5 MB/s, the cloud
server and the cloud server to 5 MB/s, the edge server and
the edge server to 10 MB/s. The CPU processing capac-
ity of the client, edge server, and cloud server is set as
1.1∼2.3 GHz, 4.2∼18.3 GHz, and 40∼120 GHz, respec-
tively. The above-mentioned parameter setting is based on
literature [30], [38], [39].

Following [30], [40], we set εst1 = 0.9, εed1 = 0.2, εst2 = 0.4,
εed2 = 0.9, wmax = 0.8, wmin = 0.2, N = 100 and the num-
ber of iteration to 600. We adopt four different types of DNN
models, namely, AlexNet [41], VGG [42], GoogleNet [43]
and ResNet [44], where the model size is described in
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TABLE V
LAYER SIZE OF THE ALEXNET MODEL

TABLE VI
LAYER SIZE OF THE VGG MODEL

Table IV, the layer sizes for AlexNet and VGG are shown
in Table V and Table VI, respectively. Other DNN model
information, such as the transmission data between subtasks,
and the framework of the DNN model, can be viewed in the
file.1

We distribute tasks under each client, after the client con-
nects to the cloud/edge server, the client executes the PSO-GA
algorithm to create a migration plan and then executes the
LMU algorithm to create an uploading plan. To reveal the
effectiveness of the proposed EosDNN offloading scheme, we
compare various migration plans and uploading plans in local-
edge-cloud collaborative environments, which are listed as
follows.

• Non-Uploading Algorithm (Uploading Plan) [10]: Once
the distribution of the DNN layer is determined, the DNN
layer uploaded to the cloud/edge server will be directly
uploaded as a whole.

• IONN Algorithm (Uploading Plan) [3]: It applies the
shortest path method and penalty factor method to upload
DNN partitions from a single client to a single edge
server, thereby dividing the DNN model and creating an
uploading plan.

• Recursive-Efficiency Algorithm (Uploading Plan) [32]: It
uses the shortest path method and efficiency-based recur-
sive partitioning method to upload DNN partitions from
a single client to a single edge server, thereby dividing
the DNN model and create an uploading plan.

• LMU Algorithm (Uploading Plan Under EosDNN): We
use PSO-GA algorithm to obtain the DNN layer dis-
tribution, and combine the Principle 1-4 to propose a
LMU algorithm, which can be applied to generate a
more fine-grained DNN uploading plan in a multi-server
environment.

• Greedy Algorithm (Migration Plan) [45]: This is a com-
mon method to find the optimal migration plan, which
generally applies the greedy principle to select the best

1https://github.com/LinBin403/dataset-for-our-research

choice in the current state, and hopes to stack the final
results together.

• GA Algorithm (Migration Plan) [23]: It imitates the
natural evolution process, adopts the principle of
crossover and mutation, and then carries out genetic
iterations to produce a new uploading plan.

• PSO-GA Algorithm (Migration Plan Under
EosDNN) [30]: The PSO-GA algorithm combines
the crossover operator and the mutation operator under
GA algorithm, which can better balance the local search
and the global search, so as to obtain the global optimal
DNN migration plan. In the EosDNN offloading scheme,
we adopt a two-step migration preprocessing method to
preprocess the DNN model.

• prePSO Algorithm (Migration Plan) [30]: Combine two
adjacent layers into a new layer when the deviation
between the out-degree of the predecessor and the in-
degree of the successor is 1. After the above DNN
model preprocessing is completed, PSO-GA algorithm is
performed.

B. Partitioning Behavior

As we all know, smaller partitions can be uploaded to
the cloud/edge server faster, which helps to obtain a greater
additional layer delay advantage.

It is found from Fig. 12 that the proposed EosDNN offload-
ing scheme can divide the largest partition into smaller
partitions. Compared with IONN algorithm and Recursive-
efficiency, LMU algorithm can significantly reduce the maxi-
mum distribution ratio for different types of DNN. We know
that the DNN layer is the finest-grained DNN partition.
Compared with the existing uploading plan, LMU algorithm
can generate a finer-grained DNN partition uploading plan by
combining the DNN layer and adjacent layers to form DNN
partitions, avoiding the problem of excessive granularity of
DNN partitions caused by direct segmentation of the whole
DNN model.
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Fig. 12. The relative size of the largest partition compared to that of the
entire model of various DNN models under different uploading plans.

Fig. 13. Comparison of total SD between EosDNN and other uploading
plans with AlexNet.

Fig. 14. Comparison of total SD between EosDNN and other uploading
plans with VGG.

C. DNN Query Performance

We tracked the SD changes of repeated queries of Alexnet
and VGG. As shown in Figs. 13-14, based on the migration
plan, we can know the distribution of layers under servers.
Based on this, we compared the SD changes of non-uploading
algorithm, IONN algorithm, efficiency-based uploading, and
LMU algorithm, respectively, under Alexnet and VGG for
repeated queries. Among them, the abscissa represents the
upload delay of the DNN model, and the ordinate represents
the SD changes with the DNN partitions uploaded. We observe
that the LDA∗ of Alexnet is mostly positive, while the LDA∗
of VGG is mostly negative. Both cover all types of DNN
uploading. In addition, the layer upload delay is relatively
long, and the model structure is relatively simple, making it a
more suitable observation object. In particular, we notice that
when the DNN model is large, the layer upload delay is much
higher than the SD of the DNN model.

In Fig. 13(a), compared with the non-uploading algo-
rithm, the SSD of layer merge uploading algorithm has
been optimized by 45.16%. It can be observed from
Fig. 13(b) that in the interval of 234.47∼572.12 ms and

Fig. 15. The performance of various DNNs under different computing
environments under Alexnet, VGG, Googlenet and Resnet, each with 12 tasks.

17380.56∼23782.12 ms, the SSD of LMU algorithm is 13.41%
lower than that of IONN algorithm schemes. In Fig. 13(c),
since the size = 0 layer under merged layer with LDA∗ > 0
is pre-uploaded, the cloud/edge server is still not in the “idle
period” before uploading the first size �= 0 layer. Therefore,
the DNN query is executed by the local and cloud/edge servers
in coordination to gain the layer delay advantage brought by
the size = 0 layer, so LMU algorithm obtains a lower delay
than efficiency-based uploading. Although the SSDs of these
two schemes are similar under Alexnet, which is caused by
many layers with LDA∗ > 0 under the Alexnet model.

In Fig. 14(a), it is obvious that the fine-grained partitioned
uploading plan adopted by the LMU algorithm can obtain
a lower SSD. In Fig. 14(b), the SSD of LMU algorithm is
lower than that of IONN algorithm during continuous upload-
ing of DNN partitions. This advantage is mainly caused by
the more fine-grained DNN partition and pre-uploading of the
size = 0 layer under the merged layer with LDA∗ > 0. In
Fig. 14(c), the SSD of LMU algorithm is much lower than
that of Recursive-efficiency algorithm. This is mainly due to
the advantages brought by the pre-upload of the size = 0 layer
under merged layer with LDA∗ > 0. For the VGG model, the
size = 0 layer with ELDA = −∞. From this, we know that
under Recursive-efficiency algorithm, the size = 0 layer under
merged layer with LDA∗ > 0 will be uploaded in the last
part of the DNN upload. Under LMU algorithm, we consider
Principle 2. Based on this, we pre-upload size = 0 layer, and
then upload the other layers of the merged layer to obtain a
better LDA.

The most important point is that whether IONN algorithm
or Recursive-efficiency algorithm, they are based on the short-
est path method for DNN division, which is not suitable
for the local-edge-cloud collaborative environment with multi-
cloud/edge servers. However, EosDNN offloading scheme uses
the PSO-GA algorithm to divide the DNN based on the local-
edge-cloud collaborative environment to develop a migration
plan and uses LMU algorithm to develop a detailed upload-
ing plan, which is obviously more suitable for a multi-server
environment.

D. Delay Under Different Computing Environments

In Fig. 15, we evaluate the migration Delay based on the
PSO-GA algorithm in different computing environments, i.e.,
the local-edge environment (L-E), the local-cloud environment
(L-C) and the local-edge-cloud collaborative environment
(L-E-C).
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Fig. 16. Comparison of MDs of different algorithms under Alexnet, VGG,
Googlenet and Resnet, each with 12 tasks.

It can be seen from Fig. 15(a) that the execution delay
under the L-E environment is relatively higher, because the
edge server has limited computing resources and insufficient
computing power, resulting in waiting delay. With the help of
scalable cloud servers, the execution time of large-scale tasks
can be greatly reduced. In Fig. 15(b), the transmission delay
in the L-C environment is much higher than that of the other
computing environments, mainly because the cloud server is
so far away from the client. This shows that migrating data-
intensive tasks from the client to the cloud server is not always
effective because it involves a large amount of data transfer.
Considering that the edge server is close to the client, migrat-
ing some subtasks to the edge server can greatly reduce the
transmission delay. In Fig. 15(c), migration Delay is the lowest
under the L-E-C environment. The cloud computing center is
too far away from clients, but its data transmission rate is low.
The edge server has a high data transmission rate, but its com-
puting power is insufficient to handle large-scale tasks. When
considering characteristics of the edge and cloud, we adap-
tively choose to migrate some subtasks to the edge and cloud
servers, which can effectively reduce the migration Delay.

E. Delay Performance Under Different Algorithms

From Fig. 16, the migration Delay based on PSO-GA algo-
rithm is lower than GA algorithm, perPSO algorithm and the
Greedy algorithm, whether in more complex models such as
VGG, Googlenet, and ResNet or relatively simple models such
as AlexNet. In addition, compared with perPSO algorithm,
PSO-GA algorithm has a lower delay. This is because the com-
pression layer has a larger amount of calculation and must be
distributed on cloud servers with greater computing power.
However, the transmission delay from the cloud server to the
client is very high. Obviously, the migration plan generated
by PSO-GA algorithm is significantly better than other algo-
rithms and is more suitable for migrating tasks of different
sizes. Compared with other algorithms, the delay performance
is better, the algorithm performance is more stable, and the
applicability is generally higher.

As shown in Fig. 17(b), the migration Delay under the four
algorithms increases linearly with the increase of task amount.
It is not difficult to see that with the increase of task amount,
the migration Delay under Greedy algorithm, prePSO algo-
rithm and GA algorithm have a steeper increase trend and more
obvious fluctuation, among which Greedy algorithm has the
largest fluctuation. However, the PSO-GA algorithm shows a

Fig. 17. The impact of the number of tasks on MD under different algorithms.

Fig. 18. The impact of the number of local devices on MD.

relatively stable increase trend. It can be observed from Fig. 17
that the PSO-GA algorithm has greater advantages in dealing
with large-scale DNN tasks.

In Fig. 18, the migration Delay will gradually decrease
as the number of local devices increases. We observe the
relationship between migration delay, transmission delay, and
execution delay, and find that as the number of clients
increases, the reduction of migration delay is mainly reflected
in the reduction of transmission delay. Obviously, the PSO-GA
algorithm is suitable for large-scale DNN task migrating with
multi-users.

VIII. CONCLUSION AND FUTURE WORK

In this paper, we have addressed the joint optimization
problem of DNN migration and DNN upload in a multi-user
local-edge-cloud collaborative environment, where computing
resources are too limited to support complex intelligent appli-
cations. We apply PSO-GA algorithm to obtain the distribution
of the DNN layer that meets the minimum migration delay of
multi-task parallelism and propose LMU algorithm to achieve
more fine-grained DNN partitions and obtain better DNN
query performance. It is verified that EosDNN is suitable for
large-scale DNN parallelism in the multi-user local-edge-cloud
collaborative environment with limited computing resources.

In future work, we will consider how to coordinate the
balance between delay, energy consumption, and cost in real-
world DNN migration. In addition, the unreasonable allocation
of computing resources in the local-edge-cloud collaborative
computing environment is also a direction that needs in-depth
research.
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