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Abstract

By using Zvonkin’s transformation and a two-step fixed point argument in distri-
butions, the well-posedness and regularity estimates are derived for singular McKean-
Vlasov SDEs with distribution dependent noise, where the drift contains a term growing
linearly in space and distribution and a locally integrable term independent of distri-
bution, while the noise coefficient is weakly differentiable in space and Lipschitz con-
tinuous in distribution with respect to the sum of Wasserstein and weighted variation
distances. The main results extend existing ones derived for noise coefficients either
independent of distribution, or having nice linear functional derivatives in distribution.
Singular reflecting SDEs with distribution dependent noise are also studied.

AMS subject Classification: 60H1075, 60G44.
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1 Introduction

As a crucial stochastic model characterizing nonlinear Fokker-Planck equations and mean
field particle systems, the following McKean-Vlasov (i.e. distribution dependent) SDE has
been intensively investigated:

(1.1) dXt = bt(Xt,LXt)dt+ σt(Xt,LXt)dWt, t ∈ [0, T ],

∗Supported in part by NNSFC (11771326, 11831014, 11801406, 11921001).

1



where T > 0 is a fixed constant, (Wt)t∈[0,T ] is an m-dimensional Brownian motion on a
complete filtration probability space (Ω, {Ft}t∈[0,T ],P), LXt is the law of Xt, and for the
space P of probability measures on Rd equipped with the weak topology,

b : [0, T ]× Rd ×P → Rd, σ : [0, T ]× Rd ×P → Rd ⊗ Rm

are measurable. Among many other references, see for instance [1, 2, 5, 6, 9, 10, 13, 14, 16,
18, 27].

When the noise coefficient σt(x, µ) = σt(x), by using Zvonkin’s transform, the well-
posedness, regularity estimates and exponential ergodicity have been studied in [15, 19, 20]
for the drift bt(x, µ) containing a time-spatial locally integrable term in L̃qp(T ) for some
(p, q) ∈ K introduced in [22], see (1.3) and (1.4) below.

Concerning singular McKean-Vlasov SDEs, the well-posedness is derived in [6, 27] when
the noise coefficient σt(x, µ) has a nice linear functional derivative in µ besides other condi-
tions, where in [6] the drift bt(x, µ) is bounded and uniformly Lipschitz continuous in µ with
respect to the total variation distance, and in [27] the drift bt(x, µ) is Lipschitz continuous in
µ with respect to a weighted variation distance uniformly in (t, x), and ‖b·(·, µ)‖L̃qp(T ) < ∞
uniformly in µ for some (p, q) ∈ K .

Comparing with [6, 27], this paper studies (1.1) for σt(x, ·) not necessarily having linear
functional derivatives, and for bt(x, µ) unbounded in µ and containing a singular distribution
independent term. For instance, let σt(x, µ) = σ(µ) := f(µ)Id×d, where k ≥ 1, Id×d is the
identity matrix, and f(µ) := 1 + µ(| · |k) ∧ 1. Then σ is Lipschitz continuous in the kth-
Wasserstein distance and hence satisfies assumption (A1) introduced below, but it does not
have bounded continuous functional derivative required in [?, 27] , according to (2.3) in [6]
and the fact that f is not Lipschitz continuous in the total variation norm.

Instead of the usual fixed point method developed for the well-posedness of distribution
dependent SDEs, we will adopt a two-step fixed point argument by freezing the distribution
variables in b and σ respectively.

Let k ∈ [1,∞). Then

Pk =

{
µ ∈P : ‖µ‖k := µ(| · |k)

1
k :=

(∫
Rd
|x|kµ(dx)

) 1
k

<∞
}

is a Polish space under the kth-Wasserstein distance Wk:

Wk(µ, ν) := inf
π∈C (µ,ν)

(∫
Rd×Rd

|x− y|kπ(dx, dy)

) 1
k

, µ, ν ∈Pk,

where C (µ, ν) is the set of all couplings of µ and ν. Moreover, Pk is a complete metric space
under the weighted variation norm

‖µ− ν‖k,var := sup
|f |≤1+|·|k

∣∣µ(f)− ν(f)
∣∣, µ, ν ∈Pk.

By [17, Theorem 6.15], there exists a constant κ > 0 such that

(1.2) ‖µ− ν‖var + Wk(µ, ν)k ≤ κ‖µ− ν‖k,var,
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where ‖ · ‖var is the total variation norm. On the other hand, when k > 1 there is no any
constant c > 0 such that ‖µ− ν‖k,var ≥ cWk(µ, ν) holds for all µ, ν ∈Pk.

We call equation (1.1) strongly (weakly) well-posed for distributions in Pk, if for any F0-
measurable initial value X0 with LX0 ∈Pk (respectively any initial distribution µ ∈Pk), it
has a unique strong solution (respectively weak solution) such that LX· ∈ C([0, T ]; Pk), the
space of continuous maps from [0, T ] to the Polish space (Pk,Wk). Moreover, we call (1.1)
well-posed for distributions in Pk if it is strongly and weakly well-posed for distributions in
Pk. In this case, we denote

P ∗t µ = LXt for the solution with LX0 = µ ∈Pk.

To measure the singularity of bt(x, µ) in (t, x), we recall locally integrable functional
spaces introduced in [22]. For any t > s ≥ 0 and p, q ∈ (1,∞), we write f ∈ L̃qp([s, t]) if
f : [s, t]× Rd → R is measurable with

‖f‖L̃qp([s,t]) := sup
z∈Rd

{∫ t

s

(∫
B(z,1)

|f(u, x)|pdx
) q

p

du

} 1
q

<∞,

where B(z, 1) := {x ∈ Rd : |x− z| ≤ 1} is the unit ball centered at point z. When s = 0, we
simply denote

(1.3) L̃qp(t) = L̃qp([0, t]), ‖f‖L̃qp(t) = ‖f‖L̃qp([0,t]).

We will take (p, q) from the space

(1.4) K :=
{

(p, q) : p, q > 2,
d

p
+

2

q
< 1
}
.

For any µ ∈ C([0, T ]; Pk), let

σµt (x) := σt(x, µt), bµt (x) := bt(x, µt), (t, x) ∈ [0, T ]× Rd.

We make the following assumption.

(A0) There exist constants K > K0 ≥ 0, l ∈ N, {(pi, qi) : 0 ≤ i ≤ l} ⊂ K and 1 ≤ fi ∈
L̃qipi(T ) for 0 ≤ i ≤ l such that σµt (x) and bµt (x) := b

(1)
t (x) + bµ,0t (x) satisfy the following

conditions for all µ ∈ C([0, T ]; Pk).

(1) aµ := σµ(σµ)∗ is invertible with ‖aµ‖∞ + ‖(aµ)−1‖∞ ≤ K and

lim
ε↓0

sup
µ∈C([0,T ];Pk)

sup
t∈[0,T ],|x−y|≤ε

‖aµt (x)− aµt (y)‖ = 0.

(2) b(1) is locally bounded on [0, T ]× Rd, σµt is weakly differentiable such that

|bµ,0t (x)| ≤ f0(t, x) +K0‖µt‖k, ‖∇σµt (x)‖ ≤
l∑

i=1

fi(t, x), (t, x) ∈ [0, T ]× Rd,

|b(1)
t (x)− b(1)

t (y)| ≤ K|x− y|, t ∈ [0, T ], x, y ∈ Rd.
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This assumption implies the well-posedness of the SDE with drift bµt (x) and noise coefficient
σνt (x) for all µ, ν ∈ C([0, T ]; Pk), see [15, Theorem 2.1]. To prove the well-posedness of
(1.1), we need the following conditions on the distribution dependence.

(A1) For any t ∈ [0, T ], x ∈ Rd and µ, ν ∈Pk,

‖σt(x, µ)− σt(x, ν)‖+ |bt(x, µ)− bt(x, ν)| ≤Wk(µ, ν)
l∑

i=0

fi(t, x).

Our first result is the following.

Theorem 1.1. Assume (A0) and (A1). Then the following assertions hold.

(1) (1.1) is well-posed for distributions in Pk. Moreover, for any j ≥ k there exists a
constant c(j) > 0 such that the solution satisfies

(1.5) E
[

sup
t∈[0,T ]

|Xt|j
∣∣F0

]
≤ c(j)

{
1 + |X0|j + (E[|X0|k])

j
k

}
.

(2) For any N > 0 and j ≥ k, there exists a constant Cj,N > 0 such that for any two
solutions X i

t of (1.1) with E[|X i
0|k] ≤ N, i = 1, 2,

(1.6) E
(

sup
t∈[0,T ]

|X1
t −X2

t |j
∣∣∣F0

)
≤ Cj,N

{
|X1

0 −X2
0 |j + (E[|X1

0 −X2
0 |k])

j
k

}
.

Consequently,

(1.7) sup
t∈[0,T ]

Wk(P
∗
t µ

1, P ∗t µ
2) ≤ 2Ck,NWk(µ

1, µ2), µ1, µ2 ∈Pk, µ
1(|·|k), µ2(|·|k) ≤ N.

When K0 = 0, this estimate holds for some constant Cj > 0 replacing Cj,N for any
two solutions for distributions in Pk.

Comparing with (A1), the following assumption allows weaker distribution dependence
for bt(x, ·) but needs b(1) = 0 and stronger conditions on σ.

(A2) b(1) = 0, and there exists a constant κ ≥ 0 such that the following conditions hold for
all t ∈ [0, T ], x, y ∈ Rd and µ, ν ∈Pk.

|bt(x, µ)− bt(x, ν)| ≤
{
κ‖µ− ν‖k,var + Wk(µ, ν)

} l∑
i=0

fi(t, x),

‖σt(x, µ)‖2 ∨ ‖(σtσ∗t )−1(x, µ)‖ ≤ K,

‖σt(x, µ)− σt(y, ν)‖ ≤ K
(
|x− y|+ Wk(µ, ν)

)
,

‖{σt(x, µ)− σt(y, µ)} − {σt(x, ν)− σt(y, ν)}‖ ≤ K|x− y|Wk(µ, ν).
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Remark 1.1. It is easy to see that the fourth inequality in (A2) holds if σt(x, µ) is differ-
entiable in x with

‖∇σt(·, µ)(x)−∇σt(·, ν)(x)‖ ≤ KWk(µ, ν), µ, ν ∈Pk, x ∈ Rd.

Indeed, this implies

‖{σt(x, µ)− σt(y, µ)} − {σt(x, ν)− σt(y, ν)}‖

=

∥∥∥∥∫ 1

0

{
∇x−yσt(y + s(x− y), µ)−∇x−yσt(y + s(x− y), ν)

}
ds

∥∥∥∥
≤
∫ 1

0

∥∥∇x−yσt(y + s(x− y), µ)−∇x−yσt(y + s(x− y), ν)
∥∥ds

≤ K|x− y|Wk(µ, ν).

Theorem 1.2. Assume (A0) and (A2). Then Theorem 1.1(1) holds. If κ = 0, then for any
N ≥ 1, there exists a constant C(N) > 0, such that

(1.8) ‖P ∗t µ− P ∗t ν‖var ≤
C(N)√

t
Wk(µ, ν), t > 0, ‖µ‖k ∨ ‖ν‖k ≤ N.

If moreover K0 = 0, then the constant C(N) can be independent of N .

The above two theorems are proved in Sections 2 and 3 respectively, and Theorem 1.1
will be extended in Section 4 to reflecting SDEs.

2 Proof of Theorem 1.1

Let us explain the main idea of the two-step fixed point argument.
Let X0 be F0-measurable with γ := LX0 ∈Pk. Let

C γ
k :=

{
µ ∈ C([0, T ]; Pk) : µ0 = γ

}
.

We solve (1.1) with a fixed distribution parameter µ ∈ C γ
k in the drift:

(2.1) dXµ
t = bt(X

µ
t , µt)dt+ σt(X

µ
t ,LXµ

t
)dWt, t ∈ [0, T ], Xµ

0 = X0,

such that the well-posedness of this SDE for distributions in Pk provides a map

C γ
k 3 µ 7→ Φγ

· µ := LXµ
· ∈ C γ

k .

Then the well-posedness of (1.1) follows if the map Φγ has a unique fixed point in C γ
k .

To solve (2.1), we further fix the distribution parameter ν ∈ C γ
k in σ such that the SDE

becomes
dXµ,ν

t = bt(X
µ,ν
t , µt)dt+ σt(X

µ,ν
t , νt)dWt, t ∈ [0, T ], Xµ,ν

0 = X0,
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which is well-posed under (A0) according to [15, Theorem 2.1]. This gives a map

(2.2) C γ
k 3 ν 7→ Φγ,µ

· ν := LXµ,ν
· ∈ C γ

k .

So, we first prove that this map has a unique fixed point such that (2.1) is well-posed, then
apply the fixed point theorem to Φγ to derive the well-posedness of the original SDE (1.1).

For any κ ≥ 0, let

Wk,κvar(µ
1, µ2) := Wk(µ

1, µ2) + κ‖µ1 − µ2‖k,var, µ1, µ2 ∈Pk.

To apply the fixed point theorem, we will use the following complete metrics on C γ
k for θ > 0

and κ ≥ 0:

Wk,κvar,θ(µ, ν) := sup
t∈[0,T ]

e−θtWk,κvar(µt, νt),

Wk,θ(µ, ν) := sup
t∈[0,T ]

e−θtWk(µt, νt), µ, ν ∈ C γ
k .(2.3)

To prove that Φγ has a unique fixed point in C γ
k , we need to restrict the map to the

following bounded subspaces of C γ
k :

(2.4) C γ,N
k :=

{
µ ∈ C γ

k : sup
t∈[0,T ]

e−Nt(1 + µt(| · |k)) ≤ N
}
, N > 0,

and to prove that these spaces are Φγ-invariant for large N . This enables us to verify the
contraction of Φγ in C γ,N

k under a suitable complete metric.
For this purpose, we present the following lemmas. The first one ensures the well-

posedness of (2.1).

Lemma 2.1. Assume (A0) and that for some constant κ ≥ 0,

|bt(x, ν1)− bt(x, ν2)| ≤Wk,κvar(ν1, ν2)
l∑

i=0

fi(t, x),

‖σt(x, ν1)− σt(x, ν2)‖ ≤Wk(ν1, ν2)
l∑

i=0

fi(t, x)

(2.5)

holds for any ν1, ν2 ∈Pk, t ∈ [0, T ] and x ∈ Rd. Then (2.1) is well-posed for distributions in
Pk. Moreover, there exist θ0 > 0 and decreasing function β : [θ0,∞)→ (0,∞) with β(θ) ↓ 0
as θ ↑ ∞ such that

(2.6) Wk,θ(Φ
γµ,Φγν) ≤ β(θ)Wk,κvar,θ(µ, ν), µ, ν ∈ C γ,N

k .

Proof. (a) For the well-posedness, it suffices to prove that Φγ,µ defined in (2.2) has a unique
fixed point in C γ

k .
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In general, let µi ∈ C γi,N
k for some N > 0, γi ∈ Pk, i = 1, 2. For νi ∈ C γi

k and initial
value X i

0 with LXi
0

= γi, i = 1, 2, consider the SDEs

(2.7) dX i
t = bµ

i

t (X i
t)dt+ σν

i

t (X i
t)dWt, t ∈ [0, T ], i = 1, 2.

According to [15, Theorem 2.1], under (A0) these SDEs are well-posed, and by [24, Theorem
2.1], there exist constants c0, λ0 ≥ 0 depending on N via µ1 ∈ C γ,N

k due to

|bµ
1,0
t (x)| ≤ f0(t, x) +K0‖µ1

t‖k,

such that for any λ ≥ λ0, the PDE

(2.8)
(
∂t +

1

2
tr{aν1t ∇2}

)
ut + (∇ut)bµ

1

t = λut − bµ
1,0
t , t ∈ [0, T ], uT = 0

has a unique solution such that

(2.9) ‖∇2u‖L̃q0p0 (T ) ≤ c0, ‖u‖∞ + ‖∇u‖∞ ≤
1

2
.

Let Y i
t := Θt(X

i
t), i = 1, 2,Θt := id+ ut. By Itô’s formula we obtain

dY 1
t =

{
b

(1)
t + λut

}
(X1

t )dt+ ({∇Θt}σν
1

t )(X1
t ) dWt,

dY 2
t =

{{
b

(1)
t + λut + (∇Θt)(b

µ2

t − b
µ1

t )
}

(X2
t )

+
1

2

[
tr{(aν2t − aν

1

t )∇2ut}
]
(X2

t )
}

dt+ ({∇Θt}σν
2

t )(X2
t ) dWt.

Let ηt := |X1
t −X2

t | and

gr :=
l∑

i=0

fi(r,X
2
r ), g̃r := gr‖∇2ur(X

2
r )‖,

ḡr :=
2∑
i=1

‖∇2ur‖(X i
r) +

2∑
j=1

l∑
i=0

fi(r,X
j
r ), r ∈ [0, T ].

Since b
(1)
t +λut is Lipschitz continuous uniformly in t ∈ [0, T ], by (A0), (2.5) and the maximal

functional inequality in [22, Lemma 2.1], there exists a constant c1 > 0 depending on N such
that ∣∣{b(1)

r + λur
}

(X1
r )−

{
b(1)
r + λur

}
(X2

r )
∣∣ ≤ c1ηr,∣∣{(∇Θr)(b

µ2

r − bµ
1

r )
}

(X2
r )
∣∣ ≤ c1grWk,κvar(µ

1
r, µ

2
r),∣∣[tr{(aν2r − aν1r )∇2ur}

]
(X2

r )
∣∣ ≤ c1g̃rWk(ν

1
r , ν

2
r ),∥∥{(∇Θr)σ

ν1

r

}
(X1

r )−
{

(∇Θr)σ
ν2

r

}
(X2

r )
∥∥

≤ c1ḡrηr + c1grWk(ν
1
r , ν

2
r ), r ∈ [0, T ].
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So, by Itô’s formula, for any j ≥ k we find a constant c2 > 1 depending on N such that

(2.10) d|Y 1
t − Y 2

t |2j ≤ c2η
2j
t dAt + c2(g2

t + g̃t)
{
Wk,κvar(µ

1
t , µ

2
t )

2j + Wk(ν
1
t , ν

2
t )2j
}

dt+ dMt

holds for some martingale Mt with M0 = 0 and

At :=

∫ t

0

{
1 + g2

s + g̃s + ḡ2
s

}
ds.

Since ‖∇u‖∞ ≤ 1
2

implies |Y 1
t − Y 2

t | ≥ 1
2
ηt, this implies

η2j
t ≤ 22jMt + 22jη2j

0 + 22jc2

∫ t

0

η2j
r dAr

+ 22jc2

∫ t

0

(g2
s + g̃s)

{
Wk,κvar(µ

1
s, µ

2
s)

2j + Wk(ν
1
s , ν

2
s )2j
}

ds

(2.11)

for some constant c2 > 0 and all t ∈ [0, T ]. By (2.9), fi ∈ L̃qipi(T ) for (pi, qi) ∈ K , Krylov’s
and Khasminskii’s estimates (see [24]), we find an increasing function α : (0,∞) → (0,∞)
and a decreasing function ε : (0,∞)→ (0,∞) with εθ → 0 as θ →∞, such that

E[erAT |F0] ≤ α(r), r > 0,

sup
t∈[0,T ]

E
(∫ t

0

e−2kθ(t−r)(g2
r + g̃r)dr

∣∣∣∣F0

)
≤ εθ, θ > 0.

By the stochastic Gronwall inequality and the maximal inequality (see [22]), we find a
constant c3 > 0 depending on N such that (2.11) yields{

E
(

sup
s∈[0,t]

ηjs

∣∣∣F0

)}2

≤ c3E
(
η2j

0 +

∫ t

0

(g2
s + g̃s)

{
Wk,κvar(µ

1
s, µ

2
s)

2j + Wk(ν
1
s , ν

2
s )2j
}

ds

∣∣∣∣F0

)
≤ c3η

2j
0 + c3e2kθtεθ

{
Wk,κvar,θ(µ

1, µ2)2j + Wk,θ(ν
1, ν2)2j

}
.

(2.12)

Noting that
Wk(LX1

t
,LX2

t
)k ≤ E[|X1

t −X2
t |k] = E[ηkt ],

by taking j = k we obtain

(2.13) Wk,θ(LX1 ,LX2)k ≤
√
c3E[ηk0 ] +

√
c3εθ

{
Wk,κvar,θ(µ

1, µ2)k + Wk,θ(ν
1, ν2)k

}
.

By taking X1
0 = X2

0 = X0 and µ1 = µ2 = µ ∈ C γ,N
k , when θ > 0 is large enough such that√

c3εθ ≤ 1
2
, Φγ,µνi = LXi satisfies

Wk,θ(Φ
γ,µν1,Φγ,µν2) ≤ 1

2
Wk,θ(ν

1, ν2), ν1, ν2 ∈ C γ
k .
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Thus, Φγ,µ has a unique fixed point in C γ
k , so that (2.1) is well-posed for distributions in

Pk.
(b) Taking νi = Φγµi, we have LXi = Φγµi, so that (2.13) becomes

Wk,θ(Φ
γµ1,Φγµ2) ≤ (c3εθ)

1
2k

{
Wk,κvar,θ(µ

1, µ2) + Wk,θ(Φ
γµ1,Φγµ2)

}
.

Taking θ0 > 0 large enough such that c3εθ0 < 1 we prove (2.6) for

β(θ) :=
(c3εθ)

1
2k

1− (c3εθ)
1
2k

, θ ≥ θ0.

Lemma 2.2. Assume (A0).

(1) There exists a constant N0 > 0 such that for any N ≥ N0 we have ΦγC γ,N
k ⊂ C γ,N

k .

(2) Solutions to (1.1) for distributions in Pk satisfy (1.5) for any j ≥ k and some
constant c(j) > 0.

Proof. (1) Simply denote Mt =
∫ t

0
σs(X

µ
s ,LXµ

s
)dWs. Since ‖σ‖∞ <∞ due to (A0), we have

sup
t∈[0,T ]

E[|Mt|k] <∞.

Combining this with Lemma 2.3 below, we find some constants c0, c1 > 0 such that

E(1 + |Xµ
t |k)

≤ E(1 + |X0|k) + c0E
∣∣∣∣∫ t

0

(K0‖µs‖k + f0(s,Xµ
s ) + |Xµ

s |+ 1)ds

∣∣∣∣k + E
∣∣Mt

∣∣k
≤ c1 + c1

∣∣∣∣∫ t

0

‖µs‖2
kds

∣∣∣∣k/2 + c1

∫ t

0

E(1 + |Xµ
s |k)ds, t ∈ [0, T ].

By Gronwall’s inequality, we find c2, c3 > 0 such that

E(1 + |Xµ
t |k) ≤ c2 + c2

∣∣∣∣∫ t

0

e−
2N
k
s‖µs‖2

ke
2N
k
sds

∣∣∣∣k/2
≤ c3 + c3N

1−k/2eNt, µ ∈ C γ,N
k , t ∈ [0, T ].

Therefore, we find a constant N0 > 0 such that

sup
t∈[0,T ]

(1 + ‖Φγ
t µ‖kk)e−Nt ≤ c3 + c3N

1−k/2 ≤ N, N ≥ N0, µ ∈ C γ,N
k .

That is, ΦγC γ,N
k ⊂ C γ,N

k for N ≥ N0.
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(2) Let Xt solve (1.1) with γ := LX0 ∈Pk, and denote µt := LXt . Then Xt = Xµ
t .

By (A0) and Itô’s formula, for any j ≥ 1 we find a constant c1 > 0 such that

(2.14) |Xt|2j − |X0|2j ≤ c1

∫ t

0

{
1 + |Xs|2j + |Xs|2j−1f0(s,Xs) + ‖µs‖2j

k

}
ds+Mt

holds for some martingale Mt with d〈M〉t ≤ c2
1|Xt|2(2j−1)dt. Noting that

c1

∫ t

0

|Xs|2j−1f0(s,Xs)ds ≤ c1

(
sup
s∈[0,t]

|Xs|2j−1
)∫ t

0

f0(s,Xs)ds

≤ 1

2
sup
s∈[0,t]

|Xs|2j + c2

(∫ t

0

f0(s,Xs)ds

)2j

holds for some constant c2 > 0, we see that ηt := sups∈[0,t] |Xs|2j satisfies

ηt ≤ 2|X0|2j+ 2c1

∫ t

0

{
1 + ηs + ‖µs‖2j

k

}
ds+ 2c2

(∫ t

0

f0(s,Xs)ds

)2j

+ 2 sup
s∈[0,t]

Ms.(2.15)

By d〈M〉t ≤ c2
1|Xt|2(2j−1)dt and BDG’s inequality, we find constants c3, c4 > 0 such that

E
(

sup
s∈[0,t]

Ms

∣∣∣F0

)
≤ c3E

[(∫ t

0

|Xs|2(2j−1)ds

) 1
2
∣∣∣∣F0

]
≤ 1

4
E
(
ηt
∣∣F0

)
+ c4

∫ t

0

{
1 + E(ηs|F0)

}
ds.

Combining this with (2.15) and (2.19) below, we find a constant c5 > 0 such that

(2.16) E
(
ηt
∣∣F0

)
≤ c5 + c5|X0|2j + c5

∫ t

0

{
E(ηs|F0) + ‖µs‖2j

k

}
ds, t ∈ [0, T ].

By Gronwall’s inequality, there exists a constant c6 > 0 such that

(2.17) E
(
ηt
∣∣F0

)
≤ c6 + c6|X0|2j + c6

∫ t

0

‖µs‖2j
k ds, t ∈ [0, T ].

In particular, choosing j = k and applying Jensen’s inequality, we derive

E
[

sup
s∈[0,t]

|Xs|k
∣∣∣F0

]
≤
{
E
(
ηt
∣∣F0

)} 1
2

≤
√
c6

(
1 + |X0|k

)
+
c6

2

∫ t

0

‖µs‖kkds+
1

2
sup
s∈[0,t]

‖µs‖kk.

Noting that ‖µs‖kk = E[|Xs|k], by taking expectation we obtain

‖µt‖kk ≤ E
[

sup
s∈[0,t]

|Xs|k
]
≤ 2
√
c6

(
1 + E[|X0|k]

)
+ c6

∫ t

0

‖µs‖kkds, t ∈ [0, T ].
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By Gronwall’s inequality, we find a constant c > 0 such that

‖µt‖kk ≤ c(1 + E[|X0|k]), t ∈ [0, T ].

Substituting into (2.17) we prove (1.5).

Lemma 2.3. Assume (A0). For any (p, q) ∈ K , there exist a constant c0 ≥ 1 and a function
c : [1,∞)→ (0,∞) such that for any j ≥ 1 and µ ∈ C γ

k , the solution to (2.1) satisfies

(2.18) E
[
e
∫ t
0 |fs(X

µ
s )|2ds

∣∣F0

]
≤ e

c0+c0
∫ t
0 ‖µs‖

2
kds+c0‖f‖

c0
L̃
q
p(t) ,

(2.19) E
[(∫ t

0

|fs(Xµ
s )|2ds

)j ∣∣∣∣F0

]
≤ c(j)

(
1 +

∫ t

0

‖µs‖2
kds

)j
‖f‖2j

L̃qp(t)

for any t ∈ [0, T ] and f ∈ L̃qp(t), t ∈ [0, T ].

Proof. Consider the SDE

dX̄t = b
(1)
t (X̄t)dt+ σt(X̄t,Φ

γ
t µ)dWt, X̄0 = X0, t ∈ [0, T ].

By Khasminskii’s estimate (see [24]), there exists a constant c1 > 1 such that

(2.20) E
[
e
∫ t
0 |fs(X̄

µ
s )|2ds

∣∣F0

]
≤ e

c1+c1‖f‖
c1
L̃
q
p(t) , f ∈ L̃pq(t), t ∈ [0, T ].

By (A0),
ξt := σt(X̄t,Φ

γ
t µ)∗{σt(X̄t,Φ

γ
t µ)σt(X̄t,Φ

γ
t µ)∗}−1bµ,0t (X̄t)

satisfies
|ξt| ≤ c2f0(t, X̄t) + c2‖µt‖k, t ∈ [0, T ]

for some constant c2 > 0. Combining this with (2.20), we conclude that

Rt := e
∫ t
0 〈ξs,dWs〉− 1

2

∫ t
0 |ξs|

2ds, t ∈ [0, T ]

is a martingale satisfying

(2.21) E[R2
t |F0] ≤ ec3+c3

∫ t
0 ‖µs‖

2
kds, t ∈ [0, T ]

for some constant c3 > 0. By Girsanov’s theorem

W̃t := Wt −
∫ t

0

ξsds, t ∈ [0, T ]

is m-dimensional Brownian motion under the probability measure QT := RTP. Since bµ =
b(1) + bµ,0, we may reformulate the SDE for X̄t as

dX̄t = bµt (X̄t)dt+ σt(X̄t,Φ
γ
t µ)dW̃t, X̄0 = X0, t ∈ [0, T ],
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so that the weak uniqueness of (2.1) yields LX̄|QT = LXµ . Combining this with (2.20) and
(2.21), we obtain

E
[
e
∫ t
0 f(s,Xµ

s )2ds
∣∣F0

]
= E

[
Rte

∫ t
0 f(s,X̄s)2ds

∣∣F0

]
≤
(
E[|Rt|2|F0]

) 1
2
(
E[e

∫ t
0 2f(s,X̄s)2ds|F0]

) 1
2 ≤ e

c4+c4
∫ t
0 ‖µs‖

2
kds+c4‖f‖

c1
L̃
q
p(t)

for some constant c4 > 0. This implies (2.18) for some constant c0 > 1.
By choosing large enough constant Cj > 0 such that h(r) := {log(Cj + r)}j is concave

for r ≥ 0, using Jensen’s inequality and (2.18) we find a constant C̃j > 1 increasing in j ≥ 1
such that

E
[(∫ t

0

|fs(Xµ
s )|2ds

)j∣∣∣∣F0

]
≤ E

([
log
(
Cj + e

∫ t
0 fs(X

µ
s )2ds

)]j∣∣∣∣F0

)
≤
[

log
(
Cj + E[e

∫ t
0 fs(X

µ
s )2ds]

∣∣F0

)]j
≤ C̃j

(
1 +

∫ t

0

‖µs‖2
kds+ ‖f‖c1

L̃qp(t)

)j
.

Using f
‖f‖

L̃
q
p(t)

replacing f , we derive

E
[(∫ t

0

|fs(Xµ
s )|2ds

)j∣∣∣∣F0

]
≤ ‖f‖2j

L̃qp(t)
C̃j

(
1 +

∫ t

0

‖µs‖2
kds+ 1

)j
which implies (2.19).

We are now ready to prove Theorem 1.1.

Proof of Theorem 1.1. (1) Since (1.5) is included in Lemma 2.2, it remains to prove that Φγ

has a unique fixed point in C γ,N
k for N > N0.

Under (A1), (2.5) holds for κ = 0, so that (2.6) becomes

Wk,θ(Φ
γµ1,Φγµ2) ≤ β(θ)Wk,θ(µ

1, µ2), θ ≥ θ0.

Taking large enough θ such that β(θ) < 1 we prove the contraction of Φγ on the complete
metric space (C γ,N

k ,Wk,θ), so that Φγ has a unique fixed point in C γ,N
k .

(2) Let κ = 0 and N > 0. For any two solutions X i
t of (1.1) with E[|X i

0|k] ≤ N , they
solve (2.1) for µit = νit = LXi

t
, i = 1, 2. By (1.5), there exists a constant KN > 0 depending

on N such that µ, ν ∈ C γ,KN
k . Since κ = 0 and (2.13) for large θ such that

√
c3εθ ≤ 1

4
, where

θ and c3 depend on N , we obtain

Wk,θ(µ
1
t , µ

2
t )
k ≤ 2

√
c3E[|X1

0 −X2
0 |k].

Substituting into (2.12) for κ = 0 yields the estimate (1.6) for some constant Cj,N > 0. When
K0 = 0 we have |bµ,0| ≤ f0 for any µ ∈ C([0, T ]; Pk), so that all the above constants are
uniformly bounded in N , hence (1.6) holds for some constant Cj,N = Cj independent of N .

Finally, by taking j = k and X1
0 , X

2
0 such that

LX1
0

= µ1, LX2
0

= µ2, E[|X1
0 −X2

0 |k] = Wk(µ
1, µ2)k,

we deduce (1.7) from (1.6).
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3 Proof of Theorem 1.2

By Lemma 2.1, (2.1) is well-posed so that the map Φγ is well-defined on C γ
k . Moreover,

Lemma 2.2 ensures that C γ,N
k is Φγ-invariant for N ≥ N0. So, for the well-posedness of

(1.1), it suffices to prove the contraction of Φγ in C γ,N
k for N > N0 under the metric Wk,κvar,θ

for large θ > 0. To this end, we will make use of the parametrix expansion for transition
densities.

3.1 Parametrix expansion

For any µ ∈ C γ
k , and a measurable map Γ on C γ

k , consider the following SDE:

(3.1) dXx,µ
t = bt(X

x,µ
t , µt)dt+ σt(X

x,µ
t ,Γtµ)dWt, t ∈ [0, T ], Xx,µ

0 = x.

Again by [15, Theorem 2.1], (A0) implies the well-posedness of this SDE. Moreover, by
Theorem 6.2.7(ii)-(iii) in [3], LXx,µ

t
has a density function pµt (x, ·) (called transition density)

with respect to the Lebesgue measure. By the standard Markov property of solutions to
(3.1), the solution to (2.1) satisfies

(3.2) Ef(Xµ
t ) =

∫
Rd
γ(dx)

∫
Rd
f(y)pµt (x, y)dy, t ∈ (0, T ], f ∈ Bb(Rd),

where Bb(Rd) is the class of bounded measurable functions on Rd. So, to estimate ‖Φγ
t µ−

Φγ
t ν‖k,var, it suffices to calculate |pµt (x, y)−pνt (x, y)|, for which we make use of the parametrix

expansion formula.
For any x, z ∈ Rd, 0 ≤ s < t ≤ T and µ ∈ C γ

k , let pµ,zs,t (x, ·) be the distribution density
function of the random variable

Xx,µ,z
s,t := x+

∫ t

s

σr(z,Γrµ)dWr.

Let

(3.3) aµ,zs,t :=

∫ t

s

(σrσ
∗
r)(z,Γrµ)dr, 0 ≤ s < t ≤ T.

We have

(3.4) pµ,zs,t (x, y) =
exp[−1

2
〈(aµ,zs,t )−1(y − x), y − x〉]

(2π)
d
2 (det{aµ,zs,t })

1
2

, x, y ∈ Rd.

Obviously, (A0) and (A2) imply

‖aµ,zs,t − a
ν,z
s,t ‖ ≤ K

∫ t

s

Wk

(
Γrµ,Γrν

)
dr,

1

K(t− s)
≤ ‖(aµ,zs,t )−1‖ ≤ K

t− s
, 0 ≤ s < t ≤ T, µ, ν ∈ C γ

k .

(3.5)
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Next, for µ ∈ C γ
k , y, z ∈ Rd and 0 ≤ s < t ≤ T , let

Hµ,1
s,t (y, z) = Hµ

s,t(y, z) :=
〈
−bs(y, µs),∇pµ,zs,t (·, z)(y)

〉
+

1

2
tr
[
{(σsσ∗s)(z,Γsµ)− (σsσ

∗
s)(y,Γsµ)}∇2pµ,zs,t (·, z)(y)

]
,

Hµ,j
s,t (y, z) :=

∫ t

s

dr

∫
Rd
Hµ,j−1
r,t (z′, z)Hµ

s,r(y, z
′)dz′, j ≥ 2.

(3.6)

By the parabolic equations for the transition densities pµs,t and pµ,zs,t , see for instance the
paragraph after Lemma 3.1 in [12], we have the parametrix expansion formula

(3.7) pµt (x, z) = pµ,z0,t (x, z) +
∞∑
j=1

∫ t

0

ds

∫
Rd
Hµ,j
s,t (y, z)pµ,z0,s (x, y)dy.

Let

(3.8) p̃Ks,t(x, y) =
exp[− 1

4K(t−s) |y − x|
2]

(4Kπ(t− s)) d2
, x, y ∈ Rd, 0 ≤ s < t ≤ T.

By multiplying the time parameter with T−1 to make it stay in [0, 1], we deduce from [27,
(2.3), (2.4)] with β = β′ = 1 and λ = 1

8KT
that∫ t

s

∫
Rd
p̃Ks,r(x, y

′)(r − s)−
1
2 gr(y

′)(t− r)−
1
2 p̃2K

r,t (y′, y)dy′

≤ c(t− s)−
1
2

+ 1
2

(1− d
p
− 2
q

)p̃2K
s,t (x, y)‖g‖L̃qp([s,t]), 0 ≤ s < t ≤ T, g ∈ L̃qp([s, t])

(3.9)

holds for some constant c > 0 depending on T, d, p, q and K. By the condition on a included
in (A0), we find a constant c1 > 0 such that (3.4) implies

pµ,zs,t (x, y)

(
1 +
|x− y|4

(t− s)2

)
≤ c1p̃

K
s,t(x, y), x, y, z ∈ Rd, 0 ≤ s < t ≤ T, γ ∈Pk, µ ∈ C([s, t]; Pk).

(3.10)

Lemma 3.1. Assume (A0) and (A2). Let pµ,zs,t (x, y) be defined by (3.3) and (3.4) for some
map Γ : C γ

k → C γ
k . There exists a constant c > 0 independent of Γ, such that for any

0 ≤ s < t ≤ T, x, y, z ∈ Rd, γ ∈Pk, and µ, ν ∈ C([s, t]; Pk),(
1 +
|x− y|2

t− s

)
|pµ,zs,t (x, y)− pν,zs,t (x, y)| ≤

cp̃Ks,t(x, y)

t− s

∫ t

s

Wk(Γrµ,Γrν)dr,(3.11)

(3.12)
√
t− s|∇pµ,zs,t (·, y)(x)|+ (t− s)‖∇2pµ,zs,t (·, y)(x)‖ ≤ cp̃Ks,t(x, y),

√
t− s|∇pµ,zs,t (·, y)(x)−∇pν,zs,t (·, y)(x)|

+ (t− s)‖∇2pµ,zs,t (·, y)(x)−∇2pν,zs,t (·, y)(x)‖

≤
cp̃Ks,t(x, y)

t− s

∫ t

s

Wk(Γrµ,Γrν)dr.

(3.13)
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Proof. (1) For fixed x, y ∈ Rd and 0 ≤ s < t ≤ T , let

F (µ) := 〈(aµ,zs,t )−1(y − x), y − x〉, µ ∈ C([s, t]; Pk).

It is easy to see that

|pµ,zs,t (x, y)− pν,zs,t (x, y)|

=

∣∣∣∣∣ exp[−1
2
F (µ)]

(2π)
d
2 (det{aµ,zs,t })

1
2

−
exp[−1

2
F (ν)]

(2π)
d
2 (det{aν,zs,t })

1
2

∣∣∣∣∣ ≤ I1 + I2,
(3.14)

where

I1 :=

∣∣exp[−1
2
F (µ)]− exp[−1

2
F (ν)]

∣∣
(2π)

d
2 (det{aµ,zs,t })

1
2

I2 :=
exp[−1

2
F (ν)]

(2π)
d
2

∣∣∣(det{aµ,zs,t })−
1
2 − (det{aν,zs,t })−

1
2

∣∣∣ .
Combining this with (A0) and (A2) which imply (3.5), we find a constant c1 > 0 such that

|F (µ)− F (ν)| =
∣∣〈{(aµ,zs,t )−1 − (aν,zs,t )

−1}(y − x), y − x〉
∣∣

≤ c1
|y − x|2

(t− s)2

∫ t

s

Wk(Γrµ,Γrν)dr,

which together with (3.10) and |x−y|2
t−s ≤

1
2
(1 + |x−y|4

(t−s)2 ) yields that for some constant c2 > 0,(
1 +
|x− y|2

t− s

)
I1 ≤

c2p̃
K
s,t(x, y)

t− s

∫ t

s

Wk(Γrµ,Γrν)dr.

Again by (3.5), (3.10) and |x−y|2
t−s ≤

1
2
(1 + |x−y|4

(t−s)2 ), we find a constant c3 > 0 such that(
1 +
|x− y|2

t− s

)
I2 ≤

c3p̃
K
s,t(x, y)

t− s

∫ t

s

Wk(Γrµ,Γrν)dr.

Combining these with (3.14), we arrive at(
1 +
|x− y|2

t− s

)
|pµ,zs,t (x, y)− pν,zs,t (x, y)| ≤

(c2 + c3)p̃Ks,t(x, y)

t− s

∫ t

s

Wk(Γrµ,Γrν)dr.

(2) By (3.4) we have

(3.15) ∇pµ,zs,t (·, y)(x) = (aµ,zs,t )−1(y − x)pµ,zs,t (x, y),

∇2pµ,zs,t (·, y)(x) = pµ,zs,t (x, y)
({

(aµ,zs,t )−1(y − x)
}
⊗
{

(aµ,zs,t )−1(y − x)
}
− (aµ,zs,t )−1

)
.(3.16)
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So, by (3.5) and (3.10) we find a constant c > 0 such that (3.12) holds. Moreover, (3.15)
implies

|∇pµ,zs,t (·, y)(x)−∇pν,zs,t (·, y)(x)|
≤
∣∣{(aµ,zs,t )−1 − (aν,zs,t )

−1}(y − x)
∣∣ pµ,zs,t (x, y)

+
∣∣pµ,zs,t (x, y)− pν,zs,t (x, y)

∣∣ · ∣∣(aν,zs,t )−1(y − x)
∣∣.

Combining this with (3.5), (3.10) and (3.11), we find a constant c > 0 such that

|∇pµ,zs,t (·, y)(x)−∇pν,zs,t (·, y)(x)| ≤
cp̃Ks,t(x, y)

(t− s) 3
2

∫ t

s

Wk(Γrµ,Γrν)dr.

Similarly, combining (3.16) with (3.5), (3.10) and (3.11), we find a constant c > 0 such that

‖∇2pµ,zs,t (·, y)(x)−∇2pν,zs,t (·, y)(x)‖ ≤
cp̃Ks,t(x, y)

(t− s)2

∫ t

s

Wk(Γrµ,Γrν)dr.

Therefore, (3.13) holds for some constant c > 0.

For 0 ≤ s ≤ t ≤ T, γ ∈Pk and µ, ν ∈ C([s, t]; Pk), let

(3.17) Λs,t(µ, ν) := sup
r∈[s,t]

{
Wk(Γrµ,Γrν) + Wk,κvar(µr, νr)

}
.

Lemma 3.2. Assume (A0) and (A2). Let δ := 1
2

(
1− d

p0
− 2

q0

)
> 0 and denote

Sµ := sup
t∈∈[0,T ]

(1 + ‖µt‖k), Sµ,ν := Sµ ∨ Sν , ν, µ ∈ C γ
k .

Then there exists a constant C ≥ 1 such that for any 0 ≤ s < t ≤ T , y, z ∈ Rd, µ, ν ∈ C γ
k ,

and j ≥ 1,

(3.18) |Hµ,j
s,t (y, z)| ≤ f0(s, y)(CSµ)j(t− s)−

1
2

+δ(j−1)p̃2K
s,t (x, y),

|Hµ,j
s,t (y, z)−Hν,j

s,t (y, z)|
≤ jf0(s, y)(CSµ,ν)

j(t− s)−
1
2

+δ(j−1)p̃2K
s,t (x, y)Λs,t(µ, ν).

(3.19)

Proof. (1) By (3.6), (3.12), (A0) and (A2), we find a constant c1 > 0 such that for any
0 ≤ s < t ≤ T, µ ∈ C([0, T ]; Pk) and y, z ∈ Rd,

|Hµ
s,t(y, z)| ≤ c1(t− s)−

1
2{(1 + ‖µs‖k)f0(s, y)}p̃Ks,t(y, z).(3.20)

So, (3.18) holds for j = 1 and C = c1. Thanks to [27, (2.3), (2.4)] with β = β′ = 1, λ = 1
8K

,
we have

Ij :=

∫ t

s

∫
Rd

(t− u)−
1
2 (t− u)δ(j−1)p̃2K

u,t (y, z)f0(u, y)(u− s)−
1
2 p̃Ks,u(x, y)dydu
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≤ c2(t− s)−
1
2 p̃2K

s,t (x, z)(t− s)
1
2

(1− d
p0
− 2
q0

)‖f0‖L̃q0p0 ([s,t])(t− s)
δ(j−1)(3.21)

= c3(t− s)−
1
2 p̃2K

s,t (x, z)(t− s)δj. 0 ≤ s < t ≤ T, j ≥ 1

where c3 := c2‖f0‖L̃qp([s,t]). Let C := 1 ∨ c2
1 ∨ (4c2

3). If for some j ≥ 1 we have

|Hµ,j
s,t (y, z)| ≤ (CSµ)jf0(s, y)p̃2K

s,t (y, z)(t− s)−
1
2

+δ(j−1)

for all y, z ∈ Rd and 0 ≤ s < t ≤ T , then by combining with (3.20) and (3.21), we arrive at

|Hµ,j+1
s,t (y, z)| ≤

∫ t

s

du

∫
Rd
|Hµ,j

u,t (z′, z)Hµ
s,u(y, z

′)|dz′

≤ Cj
√
C(Sµ)j+1f0(s, y)Ik

≤ Cj+1(Sµ)j+1f0(s, y)(t− s)−
1
2

+δj p̃2K
s,t (y, z).

Therefore, (3.18) holds for all j ≥ 1.
(2) By (3.12), (3.13), (3.5), (A0) and (A2), we find a constant c > 0 such that for any

0 ≤ s < t ≤ T, µ, ν ∈ C([0, T ]; Pk) and y, z ∈ Rd,

(3.22) |Hµ
s,t(y, z)−Hν

s,t(y, z)| ≤ c(t− s)−
1
2 p̃Ks,t(y, z)Sµ,νf0(s, y)Λs,t(µ, ν).

Let, for instance, L = 1 + 4C2 + 4c2, where C is in (3.18). If for some j ≥ 1 we have

|Hµ,j
s,t (z′, z)−Hν,j

s,t (z′, z)| ≤ j(LSµ,ν)
jf0(s, z′)p̃2K

s,t (z′, z)(t− s)−
1
2

+δ(j−1)Λs,t(µ, ν),

for any 0 ≤ s < t ≤ T and z, z′ ∈ Rd, then (3.18), (3.21) and (3.22) imply

|Hµ,j+1
s,t (y, z)−Hν,j+1

s,t (y, z)|

≤
∫ t

s

dr

∫
Rd

{
|Hµ,j

r,t (z′, z)−Hν,j
r,t (z′, z)| · |Hµ

s,r(y, z
′)|

+ |Hν,j
r,t (z′, z)| · |Hµ

s,r(y, z
′)−Hν

s,r(y, z
′)|
}

dz′

≤ (j + 1)(LSµ,ν)
j+1f0(s, y)p̃2K

s,t (y, z)(t− s)−
1
2

+δjΛs,t(µ, ν).

Therefore, (3.19) holds for some constant C > 0.

We are now ready to prove the following main result in this part, which will be used to
prove the contraction of Φγ on the path space over a small time interval. For t0 ∈ (0, T ], let

C γ,N
k,t0

:=
{
µ ∈ C([0, t0]; Pk) : µ·∧t0 ∈ C γ,N

k

}
, N ≥ N0.

Lemma 3.3. Assume (A0) and (A2). For any N ≥ N0, there exist θN > 0, tN ∈ (0, T ] such
that

Wk,κvar,θN (Φγ
·∧tNµ,Φ

γ
·∧tNν) ≤ 1

2
Wk,κvar,θN (µ·∧tN , ν·∧tN ), µ, ν ∈ C γ,N

k,tN
.
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Proof. By (3.10), Lemma 3.1, Lemma 3.2, (3.7), (3.9) and (A2), we find constants c1, c2, c3 >

0 such that for any θ > 0 and tN ∈ (0, T ∧ (2CN)−
1
δ ],

|pµt (x, z)− pνt (x, z)| ≤
c1p̃

K
0,t(x, z)

t

∫ t

0

Wk(Γsµ,Γsν)ds

+
∞∑
n=1

∫ t

0

ds

∫
Rd

{
|Hµ,n

s,t −H
ν,n
s,t |(y, z)p

ν,z
0,s(x, y) + |Hµ,n

s,t (y, z)||pµ,z0,s − p
ν,z
0,s|(x, y)

}
dy

≤ c1eθtWk,θ(Γ·∧tµ,Γ·∧tν)p̃K0,t(x, z)

+
∞∑
n=1

(n+ 1)(CN)nΛ0,t(µ, ν)t
1
2

+δ(n−1)

×
∫ t

0

∫
Rd

(t− r)−
1
2 p̃2K

r,t (y, z)f0(r, y)r−
1
2 p̃K0,r(x, y)dydr

≤ c1etθWk,θ(Γ·∧tµ,Γ·∧tν)p̃K0,t(x, z) + c2t
δΛ0,t(µ, ν)p̃2K

0,t (x, z)
∞∑
n=1

(n+ 1)(CN)ntδ(n−1)

≤ c1eθtWk,θ(Γ·∧tµ,Γ·∧tν)p̃K0,t(x, z) + c3t
δΛ0,t(µ, ν)p̃2K

0,t (x, z)

holds for any x, z ∈ Rd, t ∈ (0, tN ], µ, ν ∈ C γ,N
k . Combining this with (3.8), we find a constant

c4 > 0 such that

sup
|g|≤1+|·|k

∣∣∣∣∫
Rd

∫
Rd
g(z)(pµt − pνt )(x, z)dzγ(dx)

∣∣∣∣
≤ c1eθtWk,θ(Γ·∧tµ,Γ·∧tν)

∫
Rd×Rd

(1 + |z|k)p̃K0,t(x, z)dzγ(dx)

+ c3t
δΛ0,t(µ, ν)

∫
Rd×Rd

(1 + |z|k)p̃2K
0,t (x, z)dzγ(dx)

≤ c4eθtWk,θ(Γ·∧tµ,Γ·∧tν) + c4t
δΛ0,t(µ, ν), t ∈ (0, tN ], µ, ν ∈ C γ,N

k .

(3.23)

Taking Γ = Φγ, by the definition of Φγ
t , (3.23) and (3.17), we find a constant c5 > 0 such

that

Wk,κvar,θ(Φ
γ
·∧tNµ,Φ

γ
·∧tNν)

≤ c5Wk,θ(Φ
γ
·∧tNµ,Φ

γ
·∧tNν) + c5t

δ
NWk,κvar,θ(µ·∧tN , ν·∧tN ), µ, ν ∈ C γ,N

k .

By (2.6) with β(θ)→ 0 as θ →∞, we find large θN > 0 and small tN ∈ (0, T ] depending on
N such that

Wk,κvar,θN (Φγ
·∧tNµ,Φ

γ
·∧tNν) ≤ c5(β(θN) + tδN)Wk,κvar,θN (µ·∧tN , ν·∧tN )

≤ 1

2
Wk,κvar,θN (µ·∧tN , ν·∧tN ).
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3.2 Proof of Theorem 1.2

Estimate (1.5) is included in Lemma 2.2(2). It suffices to prove the well-posedness of (1.1)
and estimate (1.8) for κ = 0, where C(N) is bounded in N when K0 = 0.

(a) Well-posedness. By the priori estimate (1.5), there exists a constant C > 0 such that
for any solution of (1.1) on [0, T ] with LX0 = γ,

(3.24) sup
t∈[0,T ]

LXt(| · |k) ≤ C.

So, we may fix N0 > 0 depending only on C such that any solution of (1.1) with initial
distribution γ satisfies LX· ∈ C γ,N0

k . By Lemma 3.3, there exists θ > 0 and t0 ∈ (0, T ]
depending only on N0 such that the map Φγ

·∧t0 is contractive in C γ,N0

k,t0
under the metric

Wk,κvar,θ, and hence (1.1) for t ∈ [0, t0] is well-posed for distributions in Pk and (3.24)
holds. Using (t0, Xt0) replacing (0, X0), the same argument implies the well-posedness of
(1.1) for t ∈ [t0, (2t0) ∧ T ] and that (3.24) holds for (2t0) ∧ T replacing t0. By repeating the
procedure finitely many times, we prove the well-posedness of (1.1) for distributions in Pk.

(b) Estimate (1.8). For any µi0 ∈Pk with µi0(| · |k) ≤ N, i = 1, 2, let

µit = P ∗t µ
i
0, i = 1, 2, t ∈ [0, T ].

By (1.5), there exists a constant CN > 0 such that

(3.25) sup
t∈[0,T ]

(µ1
t + µ2

t )(| · |k) ≤ CN .

So, there exists a constant N̄ depending on CN such that

µi· ∈ C γ,N̄
k , i = 1, 2.

Consider the SDEs

dXx,i
t = bt(X

x,i
t , µit) + σt(X

x,i
t , µit)dWt, Xx,i

0 = x ∈ Rd, t ∈ [0, T ], i = 1, 2.(3.26)

We have

(3.27) µit := P ∗t µ
i
0 =

∫
Rd

LXx,i
t
µi0(dx), t ∈ [0, T ], i = 1, 2,

According to [20, Theorem 2.1(2)], (3.25) and (A0) imply

‖LXx,i
t
−LXy,i

t
‖var ≤

c1√
t
|x− y|, x, y ∈ Rd, t ∈ (0, T ], i = 1, 2

for some constant c1 > 0 depending on N . Combining this with (3.27) gives∥∥∥∥P ∗t µ1
0 −

∫
Rd

LXy,1
t
µ2

0(dy)

∥∥∥∥
var

=

∥∥∥∥∫
Rd

LXx,1
t
µ1

0(dx)−
∫
Rd

LXy,1
t
µ2

0(dy)

∥∥∥∥
var
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≤ inf
π∈C (µ10,µ

2
0)

∫
Rd×Rd

‖LXx,1
t
−LXy,1

t
‖varπ(dx, dy)(3.28)

≤ c1√
t
W1(µ1

0, µ
2
0) ≤ c1√

t
Wk(µ

1
0, µ

2
0), t ∈ (0, T ].

On the other hand, by (3.27) and (3.23) for µ = µ1, ν = µ2, κ = 0 and Γ = id, we find
constants c2 > 0 and tN ∈ (0, T ] depending on N such that∥∥∥∥P ∗t µ2

0 −
∫
Rd

LXy,1
t
µ2

0(dy)

∥∥∥∥
var

≤ c2 sup
t∈[0,T ]

Wk(µ
1
t , µ

2
t ), t ∈ [0, tN ].

For any t ∈ [tN , T ], repeating the above argument for the time interval [t − tN , t] replacing
[0, tN ] we prove ∥∥∥∥P ∗t µ2

0 −
∫
Rd

LXy,1
t
µ2

0(dy)

∥∥∥∥
var

≤ c sup
t∈[0,T ]

Wk(µ
1
t , µ

2
t )

for some constant c > 0 depending on N . Combining this with (3.28) and (1.7) which holds
since (A2) with κ = 0 implies (A1), we prove (1.8) for some constant C(N) > 0.

Finally, noting that the dependence on N comes from Krylov’s and Khasminskii’s esti-
mates for the solutions, and when K0 = 0 we have |bµ,0| ≤ f0 for all µ ∈ Ck, these estimates
are uniform in µ. Thus, in this case (1.8) holds for all µ, ν ∈ Pk and a constant C > 0
independent of N .

4 Extension of Theorem 1.1 to reflecting SDEs

Let D ⊂ Rd be a connected open domain with ∂D ∈ C2,L
b in the following sense: there exists

a constant r0 > 0 such that the polar coordinate map

Ψ : ∂D × [−r0, r0] 3 (z, r) 7→ z + rn(z) ∈ ∂±r0D :=
{
x ∈ Rd : ρ∂(x) := dist(x, ∂D) ≤ r0

}
is a C2-diffeomorphism, such that Ψ−1(x) have bounded and continuous first and second
order derivatives in x ∈ ∂±r0D, and ∇2ρ∂ is Lipschitz continuous on ∂±r0D.

Consider the following distribution dependent reflecting SDE on the closure D̄ of D:

(4.1) dXt = bt(Xt,LXt)dt+ σt(Xt,LXt)dWt + n(Xt)dlt, t ∈ [0, T ],

where n is the unit inward normal vector field on the boundary ∂D and lt is a continuous
adapted increasing process with dlt supported on {t : Xt ∈ ∂D}. Let L̃qp(T ) and Pk be
defined as before for D̄ replacing Rd. When σt(x, µ) = σt(x) does not depend on µ, the
well-posedness of (4.1) has been proved in [21] under the following assumption, where aµt :=
(σtσ

∗
t )(·, µt).

(B) Assumptions (A0) and (A1) hold for D̄ replacing Rd. Moreover, there exists a constant
c > 0 such that for any µ ∈ C([0, T ]; Pk), the Neumann semigroup {P µ

s,t}0≤s≤t≤T

generated by the operator Lµt := 1
2
tr{aµt∇2}+∇ · b(1)

t on D̄ satisfies

(4.2) ‖∇iP µ
s,tφ‖∞ ≤ c(t− s)−

i
2‖φ‖∞, 0 ≤ s < t ≤ T, φ ∈ Ci

b(D̄), i = 1, 2.

20



Theorem 4.1. Assume (B) and let ∂D ∈ C2,L
b . Then the assertions in Theorem 1.1 hold

for (4.1) replacing (1.1).

Proof. Let γ ∈Pk and consider the initial value X0 with LX0 = γ. It suffices to prove that
Lemmas 2.1-2.3 hold for Φγµ := LXµ with the following reflecting SDE replacing (2.1):

(4.3) dXµ
t = bt(X

µ
t , µt)dt+ σt(X

µ
t ,LXµ

t
)dWt + n(Xµ

t )dlµt , t ∈ [0, T ], Xµ
0 = X0.

(a) Assertions in Lemma 2.1. For γi ∈Pk, µ
i ∈ C γi,N

k and νi ∈ C γi

k , i = 1, 2, instead of
(4.4) we consider the reflecting SDEs

dX i
t = bµ

i

t (X i
t)dt+ σν

i

t (X i
t)dWt + n(X i

t)dl
i
t, LXi

0
= γi, t ∈ [0, T ], i = 1, 2.

By [21, Theorem 2.2(ii)], (B) implies the well-posedness of these reflecting SDEs.
Next, according to the proof of [21, Theorem 2.2(ii)], there exists a semimartingale Ht

such that
C−1|X1

t −X2
t |2 ≤ Ht ≤ C|X1

t −X2
t |2, t ∈ [0, T ]

holds for some constant C > 1, and instead of (2.10),

dHj
t ≤ c2η

2j
t d{At + l1t + l2t }+ c2(g2

t + g̃t)
{
Wk(µ

1
t , µ

2
t )

2j + Wk(ν
1
t , ν

2
t )2j
}

dt+ dMt

holds for some constant c2 > 0 and all t ∈ [0, T ].
Then the desired assertions can be proved as in the proof of Lemma 2.1 by using Khas-

minskii’s estimate in [21, Lemma 2.7], as well as the estimate

(4.4) E
[
eλ(l1T+l2T )

]
≤ ec(1+λ2), λ > 0

for some constant c > 0 presented in [21, Lemma 2.5], where condition (Aa,b0 ) follows from
(A0) included in (B), according to [21, Lemma 2.6].

(b) Proof of Lemma 2.2. In the present case (2.14) becomes

|Xt|2j − |X0|2j ≤ c1

∫ t

0

{
1 + |Xs|2j + |Xs|2j−1f0(s,Xs) + ‖µs‖2j

k

}
ds+ c1

∫ t

0

|Xs|2j−1dls +Mt,

such that (2.16) reduces to

E
(
ηt
∣∣F0

)
≤ c5 + c5|X0|2j + c5

∫ t

0

{
E(ηs|F0) + ‖µs‖2j

k

}
ds+ c5

∫ t

0

E(ηs|F0)dls, t ∈ [0, T ].

Combining this with (4.5) for l1T = lT and using Gronwall’s inequality, we derive (2.17).
Then the remainder of the proof is as same as in the proof of Lemma 2.2.

(c) Proof of Lemma 2.3. According to [21, Lemma 2.7], under (B) the estimate (2.20)
holds for the solution to the reflecting SDE:

dX̄t = b
(1)
t (X̄t)dt+ σt(X̄t,Φ

γ
t µ)dWt + n(X̄t)dlt X̄0 = X0, t ∈ [0, T ].

Then the desired assertion follows as in the original proof.
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