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Abstract

To characterize Navier-Stokes type equations where the Laplacian is extended to a
singular second order differential operator, we propose a class of SDEs depending on the
distribution in future. The well-posedness and regularity estimates are derived for these
SDEs.
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1 Introduction

Let d ∈ N. Consider the following incompressible Navier-Stokes equation on E := Rd or Rd/Zd:

(1.1) ∂tut = κ∆ut − (ut · ∇)ut −∇℘t, t ∈ [0, T ]

with ∇ · ut :=
∑d

i=1 ∂iu
i
t = 0, where T > 0 is a fixed time,

u := (u1, · · · , ud) : [0, T ]× E → Rd, ℘ : [0, T ]× E → R,

and ut · ∇ :=
∑d

i=1 u
i
t∂i. This equation describes viscous incompressible fluids, where u is the

velocity field of a fluid flow, ℘ is the pressure, and κ > 0 is the viscosity constant.
Besides existing probabilistic characterizations on Navier-Stokes equations, see [1] and ref-

erences therein, in this paper we propose a new type stochastic differential equation (SDE)
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depending on distributions in the future, such that the solution of (1.1) is explicitly given by
the initial datum u0 and the pressure ℘. By proving the well-posedness of the SDE, we derive
the well-posedness of (1.1) in C n

b (n ≥ 2) with given pressure (which is however a part of so-
lution in Navier-Stokes equations), see [3] for an analytic characterization on the pressure to
ensure ∇ · ut = 0.

Indeed, we will prove a more general result for the following Navier-Stokes type equation
on E := Rd or E := Rd/Zd:

(1.2) ∂tut = Ltut − (ut · ∇)ut + Vt, t ∈ [0, T ],

where
Lt := tr{at∇2}+ bt · ∇

and
V, b : [0, T ]× E → Rd, a : [0, T ]× E → Rd⊗d

are measurable, and at(x) is positive definite for (t, x) ∈ [0, T ]× E.
To characterize (1.2), we consider the following SDE on Rd where differentials are in s ∈

[t, T ]:

dXx
t,s =

√
2aT−s(X

x
t,s)dWs

+

{
bT−s(X

x
t,s)−

[
Eu0(Xy

s,T ) + E
∫ T

s

VT−r(X
y
s,r)dr

]
y=Xx

t,s

}
ds,

t ∈ [0, T ], s ∈ [t, T ], Xx
t,t = x ∈ Rd,

(1.3)

where (Ws)s∈[0,T ] is a d-dimensional Brownian motion on a complete filtered probability space
(Ω,F , {Fs}s∈[0,T ],P). When E = Td := Rd/Zd, by extending a function f from domain E to
domain Rd as

(1.4) f(x+ k) = f(x), x ∈ [0, 1)d, k ∈ Zd,

we also have the SDE (1.3) for the case E = Td.
Regarding s as the present time, the SDE (1.3) depends on the distribution of (Xs,r)r∈[s,T ]

coming from the future. So, this is a future distribution dependent equation, but is essentially
different from McKean-Vlasov SDEs which depend on the distribution at present rather than
future. We will use X := (Xx

t,s)0≤t≤s≤T,x∈E to formulate the solution to (1.2).
Let DT := {(t, s) : 0 ≤ t ≤ s ≤ T}. We define the solution X of (1.3) as follows.

Definition 1.1. A family X := (Xx
t,s)(t,s,x)∈DT×Rd of random variables on Rd is called a solution

of (1.3), if Xx
t,s is Fs-measurable for all x ∈ Rd and 0 ≤ t ≤ s ≤ T , P-a.s. continuous in (t, s, x),

E
∫ T

t

{∥∥aT−s(Xx
t,s)‖+

∣∣∣∣bT−s(Xx
t,s)−

[
Eu0(Xy

s,T ) + E
∫ T

s

VT−r(X
y
s,r)dr

]
y=Xx

t,s

∣∣∣∣}ds <∞

for (t, x) ∈ [0, T ]× Rd, and P-a.s.

Xx
t,s = x+

∫ s

t

√
2aT−r(X

x
t,r)dWr
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+

∫ s

t

{
bT−r(X

x
t,r)−

[
Eu0(Xy

r,T ) + E
∫ T

r

VT−r(X
y
r,θ)dθ

]
y=Xx

t,r

}
dr, (t, s, x) ∈ DT × Rd.

We will allow the operator Lt to be singular, where the drift contains a locally integrable
term introduced in [4] for singular SDEs. For any p, q > 1 and 0 ≤ t < s, we write f ∈ L̃pq(t, s)
if f = (fr(x))(r,x)∈[t,s]×Rd is a measurable function on [t, s]× Rd such that

‖f‖L̃pq(t,s) := sup
z∈Rd

(∫ s

t

‖fr1B(z,1)‖qLpdr
) 1

q

<∞,

where B(z, 1) is the unit ball at z, and ‖ · ‖Lp is the Lp-norm for the Lebesgue measure. We
denote f ∈ H̃2,p

q (t, s) if |f |+ |∇f |+ ‖∇2f‖ ∈ L̃pq(t, s). When (t, s) = (0, T ) we simply denote

L̃pq = L̃pq(0, T ), H̃2,p
q = H̃2,p

q (0, T ).

We will take (p, q) from the following class:

K :=
{

(p, q) : p, q > 2,
d

p
+

2

q
< 1
}
.

We now make the following assumption on the operator Lt.

(H) Let bt = b
(0)
t + b

(1)
t , and when E = Td we extend at, b

(0)
t and b

(1)
t to Rd as in (1.4).

(1) a is positive definite with

‖a‖∞ + ‖a−1‖∞ := sup
(t,x)∈[0,T ]×E

‖at(x)‖+ sup
(t,x)∈[0,T ]×E

‖at(x)−1‖ <∞,

lim
ε→0

sup
|x−y|≤ε,t∈[0,T ]

‖at(x)− at(y)‖ = 0.

(2) There exist l ∈ N, {(pi, qi)}0≤i≤l ⊂ K and 0 ≤ fi ∈ L̃piqi , 0 ≤ i ≤ l, such that

|b(0)| ≤ f0, ‖∇a‖ ≤
l∑

i=1

fi.

(3) ‖b(1)(0)‖∞ := sup(t,x)∈[0,T ] |b(1)(0)| <∞, and

(1.5) ‖∇b(1)‖∞ := sup
t∈[0,T ]

sup
x 6=y

|b(1)
t (x)− b(1)

t (y)|
|x− y|

<∞.

Under this assumption, we will prove the well-posedness of (1.3) and solve (1.2) in the class

U (p0, q0) :=
{
u : [0, T ]× E → Rd; ‖u‖∞ + ‖∇u‖∞ + ‖∇2u‖L̃p0q0 <∞

}
.

Recall that W 1,∞(E;Rd) is the space of all weakly differentiable functions f : E → Rd with
‖f‖∞ + ‖∇f‖∞ <∞.
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Theorem 1.1. Assume (H). Let u0 ∈ W 1,∞(E;Rd) and
∫ T

0
‖Vt‖2

∞dt <∞. Then the following
assertions hold.

(1) The SDE (1.3) has a unique solution X := (Xx
t,s)(t,s,x)∈DT×Rd .

(2) If u solves (1.2) and u ∈ U (p0, q0), then

(1.6) ut(x) = E
[
u0(Xx

T−t,T ) +

∫ T

T−t
VT−s(X

x
T−t,s)ds

]
, (t, x) ∈ [0, T ]× E.

Moreover, there exists a constant c > 0 such that for any i ∈ {1, 2} and j, j′ ∈ {0, 1},

(1.7) ‖∇iut‖∞ ≤ ct−
i−j
2 ‖∇ju0‖∞ + c

∫ T

T−t
(s+ t− T )−

i−j′
2 ‖∇j′VT−s‖∞ds, t ∈ (0, T ].

(3) If b(1) = 0 and u0, Vt ∈ C 2
b with

∫ T
0
‖Vt‖C 2

b
dt <∞, then u given by (1.6) solves (1.2), and

u is in the class U (p0, q0).

In the next two sections, we prove assertions (1) and (2)-(3) of Theorem 1.1 respectively,
where in Section 2 the well-posedness is proved for a more general equation than (1.3). Finally,
in Section 4 we apply Theorem 1.1 to the equation (1.1).

2 Proof of Theorem 1.1(1)

Let P be the set of all probability measures on Rd equipped with the weak topology, let Lξ

be the distribution of a random variable ξ on Rd. Let

Γ := C(DT × Rd; P)

be the space of continuous maps from DT × Rd to P. For any λ > 0, Γ is a complete space
under the metric

ρλ(γ
1, γ2) := sup

(t,s,x)∈DT×Rd
e−λ(T−t)‖γ1

t,s,x − γ2
t,s,x‖var, γ1, γ2 ∈ Γ,

where ‖ · ‖var is the total variation norm defined by

‖µ− ν‖var := sup
|f |≤1

|µ(f)− ν(f)|, µ, ν ∈P

for µ(f) :=
∫
Rd fdµ. Note that the convergence in ‖·‖var is stronger than the weak convergence.

We consider the following more general equation than (1.3):

dXx
t,s =

{
b

(1)
T−s(X

x
t,s) + Zs(X

x
t,s,LX)

}
ds+

√
2aT−s(X

x
t,s)dWs,

t ∈ [0, T ], s ∈ [t, T ], Xx
t,t = x ∈ Rd,

(2.1)
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where LX ∈ Γ is defined by {LX}t,s,x := LXx
t,s
, and

Z : [0, T ]× Rd × Γ→ Rd

is measurable.
It is easy to see that (2.1) covers (1.3) for

Zt(x, γ) := b
(0)
T−t(x)−

∫
Rd
u0(y)γt,T,x(dy)−

∫ T

t

ds

∫
Rd
VT−s(y)γt,s,x(dy),

(t, x, γ) ∈ [0, T ]× Rd × Γ.

(2.2)

The solution of (2.1) is defined as in Definition 1.1 using b
(1)
T−s(X

x
t,s) + Zs(X

x
t,s,LX) replacing

bT−s(X
x
t,s)−

[
Eu0(Xy

s,T ) + E
∫ T

s

VT−r(X
y
s,r)dr

]
y=Xx

t,s

.

We make the following assumption.

(A) b(1) and a satisfy (H), and there exists (p0, q0) ∈ K and f0 ∈ L̃p0q0 such that

|Zt(x, γ)| ≤ f0(t, x), (t, x, γ) ∈ [0, T ]× Rd × Γ.

Moreover, there exists 0 ≤ g ∈ L2([0, T ]) such that

sup
x∈Rd
|Zt(x, γ1)− Zt(x, γ2)| ≤ gt sup

(s,x)∈[t,T ]×Rd
‖γ1

t,s,x − γ2
t,s,x‖var, t ∈ [0, T ], γ1, γ2 ∈ Γ.

When ‖u0‖∞+
∫ T

0
‖Vt‖2

∞dt <∞, (H) implies (A) for Z given by (2.2). So, Theorem 1.1(1)
follows from the following result, which also includes regularity estimates on the solution.

Theorem 2.1. Assume (A). Then the following assertions hold.

(1) (2.1) has a unique solution, and the solution has the flow property

(2.3) Xx
t,r = X

Xx
t,s

s,r , 0 ≤ t ≤ s ≤ r ≤ T, x ∈ Rd.

(2) For any j ≥ 1,

∇vX
x
t,s := lim

ε↓0

Xx+εv
t,s −Xx

t,s

ε
, s ∈ [t, T ]

exists in Lj(Ω→ C([t, T ];Rd),P), and there exists a constant c(j) > 0 such that

(2.4) sup
(t,x)∈[0,T ]×Rd

E
[

sup
s∈[t,T ]

|∇vX
x
t,s|j
]
≤ c(j)|v|j, v ∈ Rd.

(3) For any 0 ≤ t < s ≤ T, v ∈ Rd and f ∈ Bb(Rd),

(2.5) ∇v

{
Ef(X ·t,s)

}
(x) =

1

s− t
E
[
f(Xx

t,s)

∫ s

t

〈(√
2aT−r

)−1
(Xx

t,r)∇vX
x
t,r, dWr

〉]
.
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Proof. (a) We first explain the idea of proof using fixed point theorem on Γ. For any γ ∈ Γ,
we consider the following classical SDE

dXγ,x
t,s =

{
b

(1)
T−s(X

γ,x
t,s ) + Zs(X

γ,x
t,s , γ)

}
ds+

√
2aT−s(X

γ,x
t,s )dWs,

t ∈ [0, T ], s ∈ [t, T ], Xγ,x
t,t = x ∈ Rd.

(2.6)

By [2, Theorem 2.1] for [t, T ] replacing [0, T ], see also [4] for b(1) = 0, this SDE is well-posed,
such that for any j ≥ 1 and v ∈ Rd, the directional derivative

∇vX
γ,x
t,s := lim

ε↓0

Xγ,x+εv
t,s −Xγ,x

t,s

ε
, s ∈ [t, T ]

exists in Lj(Ω→ C([t, T ];Rd),P), and there exists a constant c(j) > 0 such that

(2.7) sup
(t,x)∈[0,T ]×Rd

E
[

sup
s∈[t,T ]

|∇vX
γ,x
t,s |j

]
≤ c(j)|v|j, v ∈ Rd,

and for any f ∈ Bb(Rd),

(2.8) ∇v

{
Ef(Xγ,·

t,s )
}

(x) =
1

s− t
E
[
f(Xγ,x

t,s )

∫ s

t

〈(√
2aT−r

)−1
(Xγ,x

t,r )∇vX
γ,x
t,r , dWr

〉]
.

By the pathwise uniqueness of (2.6), the solution satisfies the flow property

(2.9) Xγ,x
t,r = X

γ,Xγ,x
t,s

s,r , 0 ≤ t ≤ s ≤ r ≤ T, x ∈ Rd.

Moreover,
Φ(γ)t,s,x := LXγ,x

t,s
, (t, s, x) ∈ DT × Rd

defines a map Φ : Γ → Γ. If Φ has a unique fixed point γ̄ ∈ Γ, then (2.6) with γ = γ̄ reduces
to (2.1), the well-posedness of (2.6) implies that of (2.1), and the unique solution is given by

Xx
t,s = X γ̄,x

t,s .

Then (2.3), (2.4) and (2.5) follow from (2.9), (2.7) and (2.8) for γ = γ̄ respectively. Therefore,
it remains to prove that Φ has a unique fixed point.

(b) By the fixed point theorem, we only need to find constants λ > 0 and δ ∈ (0, 1) such
that

(2.10) ρλ(Φ(γ1),Φ(γ2)) ≤ δρλ(γ
1, γ2), γ1, γ2 ∈ Γ.

Below, we prove this estimate using Girsanov’s theorem.
For i = 1, 2, consider the SDE

dX i,x
t,s =

{
b

(1)
T−s(X

i,x
t,s ) + Zs(X

i,x
t,s , γ

i)
}

ds+
√

2aT−s(X
i,x
t,s )dWs,

t ∈ [0, T ], s ∈ [t, T ], X i,x
t,t = x ∈ Rd.
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By the definition of Φ, we have

(2.11) Φ(γi)t,s,x = LXi,x
t,s
, i = 1, 2, (t, s, x) ∈ DT × Rd.

Let
ξs :=

(√
2aT−s(X

1,x
t,s )
)−1{

Zs(X
1,x
t,s , γ

1)− Zs(X1,x
t,s , γ

2)
}
, s ∈ [t, T ].

By (A), there exists a constant K > 0 such that

(2.12) |ξs| ≤ Kgs sup
(r,x)∈[s,T ]×Rd

‖γ1
s,r,x − γ2

s,r,x‖var.

By Girsanov theorem,

W̃s := Ws −
∫ s

t

ξrdr, s ∈ [t, T ]

is a Brownian motion under the weighted probability dQt := RtdP, where

Rt := e
∫ T
t 〈ξs,dWs〉− 1

2

∫ T
t |ξs|

2ds.

With this new Brownian motion, the SDE for X1 becomes

dX1,x
t,s =

{
b

(1)
T−s(X

1,x
t,s ) + Zs(X

1,x
t,s , γ

2)
}

ds+
√

2aT−s(X
1,x
t,s )dW̃s, s ∈ [t, T ].

By the (weak) uniqueness for the SDE with i = 2, we derive

LX1,x
t,s |Qt

= LX2,x
t,s

= Φ(γ2)t,s,x,

where LX1,x
t,s |Qt

is the distribution of X1,x
t,s under Qt. Combining this with (2.11), we get

(2.13) ‖Φ(γ1)t,s,x − Φ(γ2)t,s,x‖var = sup
|f |≤1

∣∣E[f(X1,x
t,s )− f(X1,x

t,s )Rt]
∣∣ ≤ E|Rt − 1|.

By Pinsker’s inequality and the definition of Rt, we obtain

(2.14) (E|Rt − 1|)2 ≤ 2E[Rt logRt] = 2EQt [logRt] = 2EQt

∫ T

t

|ξs|2ds,

where EQt is the expectation under the probability Qt. Combining (2.13) and (2.14) with (2.12),
and using the definition of ρλ, we arrive at

‖Φ(γ1)t,s,x − Φ(γ2)t,s,x‖var ≤
(

2K2

∫ T

t

g2
s sup

(r,y)∈[s,T ]×Rd
‖γ1

s,r,y − γ2
s,r,y‖2

vards

) 1
2

≤ ρλ(γ
1, γ2)

(
2K2

∫ T

t

g2
se

2λ(T−s)ds

) 1
2

, (t, x) ∈ [0, T ]× Rd.

Therefore
ρλ(Φ(γ1),Φ(γ2)) ≤ ελρλ(γ

1, γ2),

7



where

ελ := sup
t∈[0,T ]

(
2K2

∫ T

t

g2
se
−2λ(s−t)ds

) 1
2

↓ 0 as λ ↑ ∞.

By taking large enough λ > 0, we prove (2.10) for some δ < 1.

For later use we present the following consequence of Theorem 2.1.

Corollary 2.2. Assume (A) and let

Pt,sf(x) := E[f(Xx
t,s)], (t, s, x) ∈ DT × Rd, f ∈ Bb(Rd).

Then there exists a constant c > 0 such that for any function f ,

‖∇Pt,sf‖∞ ≤ cmin
{

(s− t)−
1
2‖f‖∞, ‖∇f‖∞

}
,

‖∇2Pt,sf‖∞ ≤ c(s− t)−
1
2‖∇f‖∞, 0 ≤ t < t ≤ T.

Proof. By (2.5) we have

‖∇Pt,sf‖∞ ≤ c(t− s)−
1
2‖f‖∞

for some constant c > 0. Next, by chain rule and (2.4),

|∇Pt,sf(x)| =
∣∣E[〈∇f(Xx

t,s),∇Xx
t,s〉]
∣∣ ≤ c‖∇f‖∞, (t, s, x) ∈ DT × Rd

holds for some constant c > 0. Moreover,

∇Pt,sf(x) = E[〈∇f(Xx
t,s),∇Xx

t,s〉] = E[g(Xx
t,s)],

where g(Xx
t,s) :=

〈
∇f(Xx

t,s),E(∇Xx
t,s|Xx

t,s)
〉
. Combining this with (2.5) and (2.4), we find a

constant c > 0 such that

‖∇2Pt,sf(x)‖ ≤ ‖∇E[g(Xx
t,s)]‖

≤ 1

s− t
E
[∣∣g(Xx

t,s)
∣∣ · ∣∣∣∣ ∫ t

s

〈(√
2aT−r

)−1
(Xx

t,r)∇vX
x
t,r, dWr

〉∣∣∣∣]
≤ 1

t− s
(
E|g(Xx

t,s)|2
) 1

2

(
E
∫ s

t

‖a−1‖∞‖∇Xx
t,r‖2dr

) 1
2

≤ c‖∇f‖∞.

Then the proof is finished.

3 Proofs of Theorem 1.1(2)-(3)

We will need the following lemma implied by [5, Theorem 2.1, Theorem 3.1, Lemma 3.3], see
also [4] and references within for the case b(1) = 0.

Lemma 3.1. Assume (A)(1), (A)(3) and ‖b(0)‖L̃p0q0 <∞ for some (p0, q0) ∈ K . Let σt =
√

2at.

Then the following assertions hold.
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(1) For any p, q > 1, λ ≥ 0, 0 ≤ t0 < t1 ≤ T and f ∈ L̃pq(t0, t1), the PDE

(3.1) (∂t + Lt)ut = λut + ft, t ∈ [t0, t1], ut1 = 0,

has a unique solution in H̃2,p
q (t0, t1). If (2p, 2q) ∈ K , then there exist a constant c > 0

such that for any 0 ≤ t0 < t1 ≤ T and f ∈ L̃pq(t0, t1), the solution satisfies

‖u‖∞ + ‖∇u‖∞ + ‖(∂t +∇b(1))u‖L̃pq(t0,t1) + ‖∇2u‖L̃pq(t0,t1) ≤ c‖f‖L̃pq(t0,t1).

(2) Let (Xt)t∈[0,T ] be a continuous adapted process on Rd satisfying

(3.2) Xt = X0 +

∫ t

0

bs(Xs)ds+

∫ t

0

σs(Xs)dWs, t ∈ [0, T ].

For any p, q > 1 with (2p, 2q) ∈ K , there exists a constant c > 0 such that for any Xt

satisfying (3.2),

E
(∫ s

t

|fr(Xr)|dr
∣∣∣∣Ft

)
≤ c‖f‖L̃pq(t,s), (t, s) ∈ DT , f ∈ L̃pq(t, s).

(3) Let p, q > 1 with d
p

+ 2
q
< 1. For any u ∈ H̃2,p

q with ‖(∂t + b(1))u‖L̃pq <∞, {ut(Xt)}t∈[0,T ]

is a semimartingale satisfying

dut(Xt) = Ltut(Xt)dt+
〈
∇ut(Xt), σt(Xt)dWt

〉
, t ∈ [0, T ].

In the following we consider E = Rd and Td respectively.

3.1 E = Rd

Proof of Theorem 1.1(2). Let u ∈ U (p0, q0) solve (1.2). Then

(3.3) u ∈ H̃2,p0
q0

, ‖(∂t + b(1) · ∇)u‖L̃p0q0 <∞

as required by Lemma 3.1(3). It remains to prove (1.6), which together with Corollary 2.2
implies (1.7).

Let

Lt := tr{aT−t∇2}+ b̃t · ∇,

b̃t(x) := bT−t(x)− Eu0(Xx
t,T )− E

∫ T

t

VT−s(X
x
t,s)ds, (t, x) ∈ [0, T ]× Rd.

(3.4)

Since ‖u0‖∞+
∫ T

0
‖Vt‖∞dt <∞, ‖b(0)‖L̃p0q0 <∞ implies b̃t(x) := b

(1)
T−t(x)+b̃

(0)
t (x) with ‖b̃(0)‖L̃p0q0 <

∞. Then (A) holds for b̃ replacing b, so that by (3.3) and Lemma 3.1(3), the following Itô’s
formula holds for Xx

t,s solving (1.3):

(3.5) duT−s(X
x
t,s) =

(
∂s + Ls

)
uT−s(X

x
t,s)ds+

{
∇uT−s(Xx

t,s)
}∗√

2aT−s(Xx
t,s)dWs, s ∈ [t, T ],
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where (∇u)∗ij := (∂ju
i)1≤i,j≤d. By (1.2) and (3.4), we obtain(

∂s + Ls

)
uT−s(X

x
t,s) + VT−s(X

x
t,s)

=

{[
uT−s(y)− Eu0(Xy

s,T )− E
∫ T

s

VT−r(X
y
s,r)dr

]
y=Xx

t,s

· ∇
}
uT−s(X

x
t,s).

Combining this with the follow property (2.3) and (3.5), we derive

Eu0(Xx
t,T )− uT−t(x) = E

[
uT−T (Xx

t,T )− uT−t(Xx
t,t)
]

= E
∫ T

t

{(
uT−s(y)− Eu0(Xy

s,T )− E
∫ T

s

VT−r(X
y
s,r)dr

)
y=Xx

t,s

· ∇
}
uT−s(X

x
t,s)ds

− E
∫ T

t

VT−s(X
x
t,s)ds, (t, x) ∈ [0, T ]× Rd.

Letting

ht := sup
x∈Rd

∣∣∣∣uT−t(x)− Eu0(Xx
t,T )− E

∫ T

t

VT−s(X
x
t,s)ds

∣∣∣∣, t ∈ [0, T ],

we arrive at

ht ≤
∫ T

t

hs‖∇u‖∞ds, t ∈ [0, T ].

By Grownwall’s inequality we prove ht = 0 for t ∈ [0, T ], hence (1.6) holds.

Proof of Theorem 1.1(3). (a) Let Pt,sf = E[f(Xx
t,s)] for f ∈ Bb(Rd), where Xx

t,s solves (1.3).
For u given by (1.6) we have

(3.6) ut = PT−t,Tu0 +

∫ T

T−t
PT−t,sVT−sds, t ∈ [0, T ].

By ‖u0‖∞ +
∫ T

0
‖Vt‖∞dt <∞ and (1.7), we find a constant c > 0 such that

(3.7) ‖u‖∞ + ‖∇u‖∞ ≤ c, ‖∇2ut‖∞ ≤ ct−
1
2 , t ∈ (0, T ].

Moreover, the SDE (1.3) becomes

dXx
t,s =

√
2aT−s(X

x
t,s)dWs +

{
bT−s − uT−s

}
(Xx

t,s)ds,

t ∈ [0, T ], s ∈ [t, T ], Xx
t,t = x ∈ Rd,

(3.8)

and the generator in (3.4) reduces to

Ls := tr
{
aT−s∇2

}
+
{
bT−s − uT−s

}
· ∇, s ∈ [0, T ].

(b) We prove the Kolmogorov backward equation

(3.9) ∂tPt,sf = −LtPt,sf, f ∈ C 2
b , t ∈ [0, s], s ∈ (0, T ].
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For any f ∈ C 2
b , by Itô’s formula we have

(3.10) Pt,sf(x) = f(x) +

∫ s

t

Pt,r(Lrf)(x)dr, (t, s) ∈ DT ,

where
∫ s
t
Pt,r(Lrf)(x)dr = E

∫ s
t

Lrf(Xx
t,r)dr exists, since Krylov’s estimate in Lemma 3.1(2)

holds under (A) and ‖u‖∞ <∞.
By (3.10), we obtain the Kolmogorov forward equation

(3.11) ∂sPt,sf = Pt,s(Lsf), s ∈ [t, T ].

On the other hand, b(1) = 0 and (A) imply

(3.12) ‖L f‖L̃p0q0 ≤ c0‖f‖C 2
b

for some constant c0 > 0. By Lemma 3.1(1), for any s ∈ (0, T ], the PDE

(3.13) (∂t + Lt)ũt = −Ltf, t ∈ [0, s], ũs = 0

has a unique solution ũ ∈ U (p0, q0), such that

(3.14) ‖∇2ũ‖L̃p0q0 (0,s) ≤ c1‖L f‖L̃p0q0 (0,s)

holds for some constant c1 > 0 independent of s. By Itô’s formula in Lemma 3.1(3),

dũt(X
x
0,t) = −Ltf(Xx

0,t) +
〈
∇f(Xx

0,t),
√

2aT−t(X
x
0,t)dWt

〉
, t ∈ [0, s].

This and (3.11) imply

0 = ũs(x) = ũt(x)−
∫ s

t

(Pt,rLrf)(x)dr

= ũt(x)−
∫ s

t

d

dr
(Pt,rf)dr = ũt(x)− Pt,sf(x) + f(x), t ∈ [0, s].

Thus,

(3.15) ũt = Pt,sf − f, t ∈ [0, s].

Combining this with (3.13) we derive (3.9).
(c) By (3.7) and (3.9), we see that u solves (1.6) with u ∈ U (p0, q0) provided

(3.16) ‖∇2u‖L̃p0q0 <∞.

By (3.12), (3.14) and (3.15), we find a constant c2 > 0 such that

sup
t∈[0,s]

‖∇2P·,sf‖L̃p0q0 (0,s) ≤ c2‖f‖C 2
b
, s ∈ (0, T ], f ∈ C 2

b .

Combining this with (3.6), b(1) = 0 and ‖u0‖C 2
b

+
∫ T

0
‖Vt‖C 2

b
dt <∞, we prove (3.16).
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3.2 E = Td

In this case, all functions on E are extended to Rd as in (1.4), so that the proof for E = Rd

works also for the present setting if we could verify the following periodic property for the
solution of (1.3):

(3.17) Xx+k
t,s = Xx

t,s + k, (t, s) ∈ DT , x ∈ Rd, k ∈ Zd.

Let X̃x
s,t := Xx

t,s + k. Since the coefficients of (1.3) satisfies (1.4), X̃x
t,s solves (1.3) with X̃x

t,t =
x+ k. By the uniqueness of (1.3) ensured by Theorem 1.1(1), we derive (3.17).

4 Application to (1.1)

For any n ∈ N, let C n
b be the class of real functions f on E having derivatives up to order n

such that

‖f‖Cnb :=
n∑
i=0

‖∇if‖∞ <∞,

where ∇0f := f . Moreover, for α ∈ (0, 1), we denote f ∈ C n+α
b if f ∈ C n

b such that

‖f‖Cn+αb
:= ‖f‖Cnb + sup

x 6=y

‖∇nf(x)−∇nf(y)‖
|x− y|α

<∞.

Consider the following future distribution dependent SDE on Rd:

(4.1) dXx
t,s =

[
E
∫ T

s

∇℘T−r(Xy
s,r)dr − Eu0(Xy

s,T )

]
y=Xx

t,s

ds+
√

2κdWs, Xx
t,t = x, s ∈ [t, T ].

See Definition 1.1 below for the definition of solution. When E = Td := Rd/Zd, we extend u0

and ℘t to Rd periodically, i.e. for a function f on Td, it is extended to Rd as in (1.4). With
this extension, we also have the SDE (4.1) for the case E = Td.

Theorem 4.1. If there exists n ≥ 2 such that u0 ∈ C n
b and ℘t ∈ C n

b for a.e. t ∈ [0, T ] with∫ T

0

(
‖∇℘t‖2

∞ + ‖℘t‖Cnb
)
dt <∞.

Then (4.1) is well-posed and (1.1) has a unique solution satisfying

(4.2) sup
t∈[0,T ]

‖ut‖Cnb <∞,

and the solution is given by

(4.3) ut(x) = Eu0(Xx
T−t,T )− E

∫ T

T−t
∇℘T−s(Xx

T−t,s)ds.
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We only prove for E = Rd as the case for E = Td follows by extending functions from Td
to Rd as in (1.4).

Let Id be the d × d identity matrix. By Theorem 1.1 with b = 0, a = κId and V = −∇℘,
for any (p0, q0) ∈ K , (1.1) has a unique solution in the class U (p0, q0), and by (4.3),

ut(x) := Eu0(Xx
T−t,T )− E

∫ T

T−t
∇℘T−s(Xx

T−t,s)ds

= PT−t,Tu0(x)−
∫ T

T−t
PT−t,s∇℘T−s(x)ds, (t, x) ∈ [0, T ]× Rd.

(4.4)

By (3.8) for the present a and b, Xx
t,s solves the SDE

(4.5) dXx
t,s =

√
2κdWs − uT−s(Xx

t,s)ds, Xx
t,t = x, t ∈ [0, T ], s ∈ [t, T ],

and the generator is
Ls := κ∆− uT−s · ∇, s ∈ [0, T ].

It remains to prove (4.2). To this end, we present the following lemma.

Lemma 4.2. Let Pt,sf := E[f(Xx
t,s)] for the SDE (4.5). Let m ≥ 1 such that

(4.6) sup
t∈[0,T ]

‖ut‖Cmb + ‖f‖Cm+1
b

<∞,

then sup(t,s)∈DT ‖Pt,sf‖Cm+1
b

<∞.

Proof. By (4.5) and supt∈[0,T ] ‖ut‖Cmb <∞, we have

sup
(t,s,x)∈DT×Rd

E
[
‖∇iXx

t,s‖
]
<∞, 1 ≤ i ≤ m.

By chain rule, this implies that for some constant c0 > 0,

(4.7) sup
(t,s)∈DT

‖Pt,sg‖Cmb ≤ c0‖g‖Cmb , g ∈ Cm
b .

Let P 0
t = eκ∆t. By ∂rP

0
r−t = P 0

r−tκ∆ and (3.9), we have

∂rP
0
r−tPr,sf = P 0

r−t〈∇Pr,sf, uT−r〉, r ∈ [t, s].

So,

(4.8) Pt,sf = P 0
s−tf −

∫ s

t

P 0
r−t〈∇Pr,sf, uT−r〉dr.

It is well known that for any α, β ≥ 0 there exists a constant cα,β > 0 such that

(4.9) ‖P 0
t g‖Cα+βb

≤ cα,βt
−α

2 ‖g‖C βb , t > 0, g ∈ C β
b .
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This together with (4.8) implies that for some constants c1, c2 > 0,

‖Pt,sf‖
C
m+1

2
b

≤ c1‖f‖
C
m+1

2
b

+ c1

∫ s

t

(t+ r − s)−
3
4‖〈∇Pr,sf, uT−r〉‖Cm−1

b
dr.

Combining this with (4.7) and ‖f‖Cmb + supt∈[0,T ] ‖ut‖Cmb <∞, we obtain

sup
(t,s)∈DT

‖Pt,sf‖
C
m+1

2
b

<∞.

By this together with (4.8) and (4.6), we find a constant c2 > 0 such that

sup
(t,s)∈DT

‖Pt,sf‖Cm+1
b
≤ c2‖f‖Cm+1

b

+ c2 sup
(t,s)∈DT

∫ s

t

(t+ r − s)−
3
4‖〈∇Pr,sf, uT−r〉‖

C
m− 1

2
b

dr <∞.

We now prove (4.2) as follows. By u ∈ U (p0, q0), we have

‖u‖∞ + ‖∇u‖∞ <∞.

Combining this with (4.4) and Lemma 4.2, we prove (4.2) by inducing in m up to m = n.
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[1] Qian, Z., Süli, E. and Zhang, Y.: Random vortex dynamics via functional stochastic
differential equations, arXiv:2201.00448v1.

[2] Wang, F.-Y.: Regularity estimates and intrinsic-Lions derivative formula for singular
McKean-Vlasov SDEs, arXiv:arXiv:2109.02030.

[3] Wang, F.-Y.: Well-posedness, Smoothness and Blow-up for Incompressible Navier-Stokes
Equations, arXiv:2201.09480.

[4] Xia, P., Xie, L., Zhang, X. and Zhao, G.: Lq(Lp)-theory of stochastic differential equations.
Stoch. Proc. Appl. 130, (2020), 5188–5211.

[5] Yuan, C. and Zhang, S.-Q.: A study on Zvonkin’s transformation for stochastic differential
equations with singular drift and related applications. J. Diff. Equat. 297, (2021), 277–319.

14


