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Abstract

Due to their intrinsic link with nonlinear Fokker-Planck equations and many other
applications, distribution dependent stochastic differential equations (DDSDEs for short)
have been intensively investigated. In this paper we summarize some recent progresses in
the study of DDSDEs, which include the correspondence of weak solutions and nonlinear
Fokker-Planck equations, the well-posedness, regularity estimates, exponential ergodicity,
long time large deviations, and comparison theorems.
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1 Introduction

To characterize nonlinear PDEs in Vlasov’s kinetic theory, Kac [27, 28] proposed the “propagation
of chaos” of mean field particle systems, which stimulated McKean [33] to study nonlinear
Fokker-Planck equations using stochastic differential equations with distribution dependent
drifts, see [44] for a theory on mean field particle systems and applications.

In general, a nonlinear Fokker-Planck equation can be characterized by the following distri-
bution dependent stochastic differential equations (DDSDEs for short):

(1.1) dXt = b(t,Xt,LXt)dt+ σ(t,Xt,LXt)dWt,

∗Supported in part by NNSFC (11771326, 11831014, 11921001, 11801406).
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where Wt is an m-dimensional Brownian motion on a complete filtration probability space
(Ω, {Ft}t≥0,P), Lξ is the distribution (i.e. the law) of a random variable ξ,

b = (bi)1≤i≤d : [0,∞)× Rd ×P(Rd)→ Rd,

σ = (σij)1≤i≤d,1≤j≤m : [0,∞)× Rd ×P(Rd)→ Rd ⊗ Rm

are measurable, and P(Rd) is the space of probability measures on Rd equipped with the
weak topology. Due to the pioneering work [33] of McKean, the DDSDE (1.1) is also called
McKean-Vlasov SDE or mean field SDE.

Definition 1.1. Let s ≥ 0.

(1) A continuous adapted process (Xs,t)t≥s is called a solution of (1.1) from time s, if∫ t

s

E
[
|b(r,Xs,r,LXs,r)|+ ‖σ(r,Xs,r,LXs,r)‖2

]
dr <∞, t ≥ s,

and P-a.s.

Xs,t = Xs,s +

∫ t

s

b(r,Xs,r,LXs,r)dr +

∫ t

s

σ(r,Xs,r,LXs,r)dWr, t ≥ s.

When s = 0 we simply denote Xt = X0,t.

(2) A couple (X̃s,t, W̃t)t≥s is called a weak solution of (1.1) from time s, if W̃t is the m-

dimensional Brownian motion on a complete filtration probability space (Ω̃, {F̃t}t≥0, P̃)
such that (X̃s,t)t≥s is a solution of (1.1) from time s for (W̃t, P̃) replacing (Wt,P). (1.1)
is called weakly unique for an initial distribution ν ∈ P(Rd), if all weak solutions with
distribution ν at time s are equal in law.

(3) Let P̂(Rd) be a subspace of P(Rd). (1.1) is said to have strong (respectively, weak)

well-posedness for initial distributions in P̂(Rd), if for any Fs-measurable Xs,s with

LXs,s ∈ P̂(Rd) (respectively, any initial distribution ν ∈ P̂(Rd) at time s), it has a
unique strong (respectively, weak) solution. We call the equation well-posed if it is both
strongly and weakly well-posed.

According to Yamada-Watanabe principle, for classical SDEs the strong well-posedness
implies the weak one. But this does not apply to DDSDEs, see Theorem 3.2 below for a
modified Yamada-Watanabe principle.

In this paper, we summarize the following recent progress in the study of the DDSDE (1.1):
the correspondence between the weak solution of (1.1) and the associated nonlinear Fokker-
Planck equation (Section 2), criteria on the well-posedness (i.e. existence and uniqueness of
solutions) (Section 3), regularity of distributions (Section 4), exponential ergodicity (Section
5), long time large deviations (Section 6), and comparison theorems (Section 7). Corresponding
results for general models of path-distribution dependent SDEs/SPDEs can be found in [2, 19,
36].
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2 Weak solution and nonlinear Fokker-Planck equation

In this part, we first introduce the “superposition principle” which provides a correspondence
between the weak solution of (1.1) and the solution of the associated nonlinear Fokker-Planck
equation on P(Rd), then present some typical examples.

2.1 Superposition principle

Consider the following nonlinear Fokker-Planck equation on P(Rd):

(2.1) ∂tµt = L∗t,µtµt,

where for any (t, µ) ∈ [0,∞)×P(Rd), the Kolmogorov operator Lt,µ on Rd is given by

Lt,µ :=
1

2

d∑
i,j=1

(σσ∗)ij(t, ·, µ)∂i∂j +
d∑
i=1

bi(t, ·, µ)∂i,

for σ∗ being the transposition of σ.

Definition 2.1. For s ≥ 0, µ· ∈ C([s,∞); P(Rd)) is called a solution of (2.1) from time s, if∫ t

s

dr

∫
Rd

{
‖σ(r, x, µr)‖2 + |b(r, x, µr)|

}
µr(dx) <∞, t > s,

and for any f ∈ C∞0 (Rd),

(2.2) µt(f) :=

∫
Rd
fdµt = µs(f) +

∫ t

s

µr(Lr,µrf)dr, t ≥ s.

Now, assume that (X̃t, W̃t)t≥s is a weak solution of (1.1) from time s under a complete
filtration probability space (Ω̃, {F̃t}t≥s, P̃), and let µt = LX̃t|P̃ := P̃◦ (X̃t)

−1 be the distribution

of X̃t under the probability P̃. By Itô’s formula we have

df(X̃t) =
{
Lt,µtf(X̃t)

}
dt+ 〈∇f(X̃t), σ(t, X̃t, µt)dW̃t〉.

Integrating both sides over [s, t] and taking expectations, we obtain (2.2) so that µ· solves (2.1)
by definition. Indeed, the following result due to [5, 6] also ensures the converse, i.e. a solution
of (2.1) gives a weak solution of (1.1), see Section 2 of [6] (and [5]).

Theorem 2.1 ([5, 6]). Let (s, ζ) ∈ [0,∞)×P(Rd). Then the DDSDE (1.1) has a weak solution
(X̃t, W̃t)t≥s starting from s with LX̃s|P̃ = ζ, if and only if (2.1) has a solution (µt)t≥s starting
from s with µs = ζ. In this case µt = LX̃t|P̃, t ≥ s.

2.2 Some examples

In this part, we introduce some typical nonlinear PDES and state their corresponding DDSDEs.
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Example 2.1 (Landau type equations). Consider the following nonlinear PDE for prob-
ability density functions (ft)t≥0 on Rd:

(2.3) ∂tft =
1

2
div

{∫
Rd
a(· − z)

(
ft(z)∇ft − ft∇ft(z)

)
dz

}
,

where a : Rd → Rd⊗Rd has weak derivatives. For the real-world model of homogenous Landau
equation we have d = 3 and

a(x) = |x|2+γ
(
I − x⊗ x

|x|2
)
, x ∈ R3

for some constant γ ∈ [−3, 1]. In this case (2.3) is a limit version of Boltzmann equation (for
thermodynamic system) when all collisions become grazing. To characterize this equation using
SDE, let m = d, b = 1

2
diva and σ =

√
a. Consider the DDSDE

(2.4) dXt = (b ∗LXt)(Xt)dt+ (σ ∗LXt)(Xt)dBt,

where

(f ∗ µ)(x) :=

∫
Rd
f(x− z)µ(dz).

Then the distribution density ft(x) :=
LXt (dx)

dx
solves the Landau type equation (2.3).

Example 2.2 (Porous media equation). Consider the following nonlinear PDE for prob-
ability density functions on Rd:

(2.5) ∂tft = ∆f 3
t .

Then for any solution to the DDSDE (1.1) with coefficients

b = 0, σ(x, µ) =
√

2
dµ

dx
(x)Id×d,

the probability density function solves the porous media equation (2.5).

Example 2.3 (Granular media equation). Consider the following nonlinear PDE for prob-
ability density functions on Rd:

(2.6) ∂tft = ∆ft + div
{
ft∇V + ft∇(W ∗ ft)

}
.

Then the associated DDSDE (1.1) has coefficients

b(x, µ) = −∇V (x)−∇(W ∗ µ)(x), σ(x, µ) =
√

2Id×d,

where

(W ∗ µ)(x) :=

∫
Rd
W (x− y)µ(dy).
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3 Well-posedness

We first introduce a fixed-point argument in distribution and a modified Yamada-Watanabe
principle, then present results on the existence and uniqueness for monotone and singular
coefficients respectively.

3.1 Fixed-point in distribution and Yamada-Watanabe principle

Let P̂(Rd) be a subspace of P(Rd), and let ρ̂ be a complete metric on P̂(Rd) inducing the
Borel sigma algebra of the weak topology. Typical examples include

P̂(Rd) = Pp(Rd) :=
{
µ ∈P(Rd) : µ(| · |p) <∞

}
for p > 0, with Lp-Wasserstein distance

Wp(µ, ν) := inf
π∈C (µ,ν)

(∫
Rd×Rd

|x− y|pπ(dx, dy)

) 1
p∨1

, µ, ν ∈Pp(Rd).

When p = 0 this reduces to the total variation norm

‖µ− ν‖TV := 2 sup
A∈B(Rd)

|µ(A)− ν(A)|.

For any T > s ≥ 0 and ν ∈ P̂(Rd), consider the path space over P̂(Rd)

Ĉ ν
s,T :=

{
µ· ∈ C([s, T ]; P̂(Rd)) : µs = ν

}
,

which is then complete under the metric

ρ̂s,T (µ·, ν·) := sup
t∈[s,T ]

ρ̂(µt, νt).

Theorem 3.1. Let T > s ≥ 0, and let Xs be an Fs-measurable random variable with ν :=
LXs ∈ P̂(Rd). Assume that for any µ ∈ Ĉ ν

s,T , the classical SDE

(3.1) dXµ
t = b(t,Xµ

t , µt)dt+ σ(t,Xµ
t , µt)dWt, t ∈ [s, T ], Xµ

s = Xs

has a unique solution, and the map

µ ∈ Ĉ ν
s,T 7→ Φs,Tµ := (LXµ

t
)t∈[s,T ] ∈ Ĉ ν

s,T

is contractive. Then the DDSDE (1.1) has well-posedness for initial distributions in P̂(Rd).

Proof. By the fixed-point theorem, the map Φs,T has a unique fixed point µ in Ĉ µ
s,T , so that

by the definition of Φs,T we have LXµ
t

= µt, t ∈ [s, T ], i.e. in this case (Xµ
t )t∈[s,T ] is a solution

of (1.1) from time s starting at Xs. If (1.1) has another solution (X̂t)t∈[s,T ] with LX̂·
∈ Ĉµ

s,T ,
then µ := LX̂·

is a fixed point of Φs,T so that LXt = LX̂t
=: µt, t ∈ [s, T ]. Therefore, by the

uniqueness of (3.1) we have LXt = LX̂t
= Xµ

t , which implies the uniqueness of (1.1) with

LX· ∈ Ĉ µ
s,T . Since the strong well-posedness of (3.1) implies the weak one, the same argument

leads to the weak well-posedness of the DDSDE (1.1) starting from ν at time s.
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The Yamada-Watanabe principle [54] (see [30] for a general version) is a fundamental tool
in the study of well-posedness for SDEs with singular coefficients. In the present distribution
dependent setting, the original statement does not apply, but we have the following modified
version due to [21, Lemma 3.4].

Theorem 3.2 ([21]). Let T > s ≥ 0, and let Xs be an Fs-measurable random variable with

ν := LXs ∈ P̂(Rd). Assume that for any µ ∈ Ĉ ν
s,T , the classical SDE (3.1) has a unique

solution with initial value Xs at time s. If (1.1) for t ∈ [s, T ] has a weak solution with initial
distribution ν at time s, and has pathwise uniqueness with initial value Xs at times s, then it
has well-posedness for initial distributions in P̂(Rd).

3.2 The monotone case

(H1
3 ) For every t ≥ 0, bt is continuous on Rd × Pθ(Rd), b is bounded on bounded sets in

[0,∞)× Rd ×Pθ(Rd). Moreover, there exists K ∈ L1
loc([0,∞); (0,∞)) such that

‖σ(t, x, µ)− σ(t, y, ν)‖2 ≤ K(t)
{
|x− y|2 + Wθ(µ, ν)2

}
,

〈b(t, x, µ)− b(t, y, ν), x− y〉 ≤ K(t)
{
|x− y|2 + Wθ(µ, ν)|x− y|

}
,

|b(t, 0, δ0)|+ ‖σ(t, 0, δ0)‖2
HS ≤ K(t), t ≥ 0, x, y ∈ Rd, µ, ν ∈Pθ(Rd),

where δ0 is the Dirac measure at 0 ∈ Rd.

Under this monotone condition we have the following result essentially due to [50], where a
stronger growth condition on |b(t, 0, µ)| is assumed. See also [17] for the well-posedness under
integrated Lyapunov conditions which may cover more examples.

Theorem 3.3 ([50]). Assume (H1
3 ) for some θ ∈ [1,∞), and let σ(t, x, µ) does not depend on

µ when θ < 2.

(1) The DDSDE (1.1) has well-posedness for initial distributions in Pθ(Rd). Moreover, for
any p ≥ θ and s ≥ 0, E|Xs,s|p <∞ implies

E sup
t∈[s,T ]

|Xs,t|p <∞, T ≥ t ≥ s ≥ 0.

(2) There exists increasing ψ : [0,∞) → [0,∞) such that for any two solutions Xs,t and Ys,t
of (1.1) with LXs,s ,LYs,s ∈Pθ(Rd),

(3.2) E|Xs,t − Ys,t|θ ≤
(
E|Xs,s − Ys,s|θ

)
e
∫ t
s ψ(r)dr, t ≥ s ≥ 0.

Consequently,

(3.3) lim
E|Xs,s−Ys,s|θ→0

P
(

sup
r∈[s,t]

|Xs,r − Ys,r| ≥ ε
)

= 0, t > s ≥ 0, ε > 0;

and

(3.4) Wθ(P
∗
s,tµ0, P

∗
s,tν0)θ ≤W2(µ0, ν0)θe

∫ t
s ψ(r)dr, t ≥ s ≥ 0.
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Proof. We briefly explain the proof of Theorem 3.3(1), while (2) can be easily proven by using

Itô’s formula. For any T > s ≥ 0, ν ∈ Pθ(Rd) and µ ∈ Ĉ ν
s,T , (H1

3 ) implies that (3.1) for
t ∈ [s, T ] is well-posed with initial distribution ν at s. Moreover, by Itô’s formula, and (H1

3 )
with σ(t, x, µ) not depending on µ when θ < 2, we find a large enough constant λ > 0 such

that Φs,T is contractive on Ĉ ν
s,T under the complete metric

ρ̂s,T (µ, µ̃) := sup
t∈[s,T ]

e−λ(t−s)Wθ(µt, µ̃t), µ, µ̃ ∈ Ĉν
s,T .

Then the well-posedness follows from Theorem 3.1.

3.3 The singular case

In this part, we consider the existence and uniqueness of (1.1) with singular drift and non-
degenerate noise. We first introduce some results derived in [57, 42, 56] for distribution de-
pendent drifts satisfying local integrability conditions in time and space but bounded in distri-
bution, in [24] for the case with locally integrable drifts having linear growth in distribution,
and in [22] for drifts with an integrable term and a Lipchitz term. These three situations are
mutually incomparable.

3.3.1 Integrability in time-space and boundedness in distribution

When the noise is possibly degenerate, the strong/weak well-posedness will be discussed in the
next section under a monotone condition.

We will consider weak solutions having finite φ-moment, for φ in the following class:

Φ :=
{
φ ∈ C∞([0,∞); [1,∞)) : 0 ≤ φ′ ≤ cφ for some constant c > 0

}
.

Let
Pφ(Rd) :=

{
µ ∈P(Rd) : ‖µ‖φ := µ(φ(| · |)) <∞

}
,

which is equipped with the φ-total variation norm

‖µ− ν‖φ,TV := sup
|f |≤φ(|·|)

∣∣µ(f)− ν(f)
∣∣, µ, ν ∈P(Rd).

We denote ‖ · ‖φ,TV by ‖ · ‖θ,TV when φ = 1 + | · |θ for some θ ≥ 0. For fixed T > 0, let

CT,φ = C([0, T ]; Pφ(Rd)) :=
{
µ : [0, T ]→Pφ(Rd), lim

t→s
‖µt − µs‖φ,TV = 0, s ∈ [0, T ]

}
,

which is a complete space under the metric

ρT,φ(µ, ν) := sup
t∈[0,T ]

‖µt − νt‖φ,TV .

For any µ ∈ CT,φ, denote

bµ(t, x) := b(t, x, µt), σµ(t, x) := σ(t, x, µt), aµ(t, x) :=
1

2

{
σµ(σµ)∗

}
(t, x), (t, x) ∈ [0, T ]×Rd.
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Definition 3.1 (Linear Functional Derivative). Let φ ∈ Φ. A function f : Pφ(Rd)→ R is said
to have linear functional derivative DFf : Pφ(Rd)→ R, if it is measurable, and

(i) DFf is measurable with
∫
Rd D

Ff(µ)dµ = 0;

(ii) For any compact K ⊂Pφ(Rd), supµ∈K |DFf(µ)| ≤ kφ(|·|) holds for some constant k > 0;

(iii) For any µ, ν ∈Pφ(Rd),

lim
s↓0

f((1− s)µ+ sν)− f(µ)

s
=

∫
Rd
DFf(µ)(y)(ν − µ)(dy).

By taking ν = δy, we see that if f has linear functional derivative, then the convex extrinsic
derivative

D̃Ef(µ)(y) := lim
s↓0

f((1− s)µ+ sδy)− f(µ)

s
= DFf(µ)(y)−

∫
Rd
DFf(µ)(y)dµ

exists. See [38] for links of more derivatives in measure. For i = 1, 2, let

Ii =
{

(p, q) ∈ (1,∞)× (1,∞) :
d

p
+

2

q
< i
}
.(3.5)

Definition 3.2. For any p ≥ 1, let L̃p be the space of all measurable functions g on Rd such
that

‖g‖L̃p := sup
z∈Rd

(∫
Rd
|g(x)|p1{|x−z|≤1}dx

) 1
p

<∞.

Moreover, for any p, q ≥ 1, let L̃qp(T ) be the space of measurable functions f on [0, T ]×Rd such
that

‖f‖L̃qp(T ) := sup
z∈Rd

(∫ T

0

(∫
Rd
|f(t, x)|p1{|x−z|≤1}dx

) q
p

dt

) 1
q

<∞.

It is clear that

‖f‖L̃qp(T ) ≤ ‖f‖Lq([0,T ];L̃p) :=

(∫ T

0

‖f(t, ·)‖q
L̃p

) 1
q

.

The following result is due to [57, Theorems 3.5 and 3.9], see also [43] for a special case
where φ(r) = r2 and b(t, x, ·) is bounded and Lipschitz continuous in the total variation norm
uniformly in (t, x).

Theorem 3.4 ([57]). Let σσ∗ be invertible, φ ∈ Φ, and p, q ∈ (1,∞) with ε := 1− d
p
− 2

q
> 0.

(1) If there exist constants α ∈ (0, 1), N > 1, and r > 2
ε

such that for any µ ∈ CT,φ,

sup
t∈[0,T ],x 6=y

‖aµ(t, x)− aµ(t, y)‖
|x− y|α

+ sup
(t,x)∈[0,T ]×Rd

{
‖aµ‖+ ‖(aµ)−1‖

}
(t, x) + ‖bµ‖L̃qp(T ) ≤ N,
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and that

lim
ρT,φ(ν,µ)→0

{∫ T

0

‖aµ(t, ·)− aν(t, ·)‖r∞dt+ ‖bµ − bν‖L̃qp(T )

}
= 0,

then (1.1) has a weak solution for t ∈ [0, T ] and any initial distribution in Pφ(Rd).

(2) In addition to conditions in (1), if for any (t, x) ∈ [0, T ] × Rd, σ(t, x, ·) has linear func-
tional derivative on Pφ(Rd), and there exist constants β ∈ (0, 1), C > 0 and some
K ∈ Lq([0, T ]; (0,∞)) such that

sup
(t,µ)∈[0,T ]×Pφ(Rd)

∥∥DFσ(t, x, ·)(µ)(y)−DFσ(t, x′, ·)(µ)(y′)
∥∥

≤ C(|x− x′|+ |y − y′|)β, x, x′, y, y′ ∈ Rd,

‖b(t, ·, µ)− b(t, ·, ν)‖L̃p ≤ K(t)‖µ− ν‖φ,TV , t ∈ [0, T ], µ, ν ∈Pφ(Rd),

then (1.1) is has weak well-posedness for t ∈ [0, T ] and initial distribution in Pφ(Rd).

When σ =
√

2Id×d and

|b(t, x, µ)| ≤
∫
Rd
ht(x− y)µ(dy)

holds for some (p, q) ∈ I1 and h ≥ 0 with ‖h‖Lq([0,T ];L̃p) < ∞, the well-posedness for (1.1) is
proved in [42, Theorem 1.1]. In general, [42] presents the following result.

Theorem 3.5 ([42]). Assume that for each t, x, b(t, x, ·) and σ(t, x, ·) are weakly continuous,
and there exist c0 > 1 and γ ∈ (0, 1] such that for all t ≥ 0, x, y, ξ ∈ Rd and µ ∈P(Rd),

c−1
0 |ξ| ≤ |σ(t, x, µ)ξ| ≤ c0|ξ|, |σ(t, x, µ)− σ(t, y, µ)| ≤ |x− y|γ.

Moreover, under the weak topology of P(Rd),

sup
µ∈C([0,T ];P(Rd))

‖bµ‖L̃qp(T ) <∞

holds for some (p, q) ∈ I1. Then for any β > 2 and ν ∈Pβ(Rd), there exists a weak solution to
(1.1) with initial distribution ν. If in addition, σ(t, x, µ) does not depend on µ, |∇σ| ∈ L̃q1p1(T )
and

‖b(t, ·, µ)− b(t, ·, ν)‖L̃p ≤ `t‖µ− ν‖θ,TV , µ, ν ∈Pθ

for some ` ∈ Lq([0, T ]), θ ≥ 1 and (p1, q1) ∈ I1, then for any β > 2θ, (1.1) has well-posedness
from time 0 for initial distributions in Pβ(Rd).

The following weak existence for (1.1) with supercritical drift is due to [56].

Theorem 3.6 ([56]). Let σ =
√

2Id×d, b(t, x, µ) =
∫
Rd K(t, x, y)µ(dy) for some measurable

function K on [0, T ]× Rd × Rd such that divK(t, ·, y) ≤ 0 and

K(t, x, y) ≤ ht(x, y)

holds for some (p, q) ∈ I2 and h ≥ 0 with ‖h‖Lq([0,T ];L̃p) <∞. Then for any β ∈ [0, 2/(d
p

+ 2
q
))

and ν ∈Pβ(Rd), (1.1) has a weak solution with initial distribution ν.
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3.3.2 Integrability in time-space with linear growth in distribution

Comparing with above results, besides the singularity in x in the following we also allow b(t, x, µ)
to have a linear growth in µ.

(H2
3 ) Let θ ≥ 1. There exists a constant K > 0 such that for any t ∈ [0, T ], x, y ∈ Rd and

µ, ν ∈Pθ,

‖σ(t, x, µ)‖2 ∨ ‖(σσ∗)−1(t, x, µ)‖ ≤ K,

‖σ(t, x, µ)− σ(t, y, ν)‖ ≤ K
(
|x− y|+ Wθ(µ, ν)

)
,

‖{σ(t, x, µ)− σ(t, y, µ)} − {σ(t, x, ν)− σ(t, y, ν)}‖ ≤ K|x− y|Wθ(µ, ν).

Moreover, there exists nonnegative f ∈ L̃qp(T ) for some (p, q) ∈ I1 such that

|b(t, x, µ)| ≤ (1 + ‖µ‖θ)ft(x),

|b(t, x, µ)− b(t, x, ν)| ≤ ft(x)‖µ− ν‖θ,TV , t ∈ [0, T ], x ∈ Rd, µ, ν ∈Pθ.

Theorem 3.7 ([24]). Assume (H2
3 ). Then (1.1) is well-posed for initial distributions in Pθ+ :=

∩m>θPm, and the solution satisfies LX· ∈ C([0, T ]; Pθ), the space of continuous maps from
[0, T ] to Pθ under the metric Wθ. Moreover,

(3.6) E
[

sup
t∈[0,T ]

|Xt|θ
]
<∞.

3.3.3 Drifts with time-space integrable and Lipschitz terms

In this part we allow the drift to include a Lipschitz continuous term in x, but the price we
have to pay is that the singular term is in Lqp(T ) rather than L̃qp(T ) and the diffusion does not
depend on distribution.

For any p, q ≥ 1, let Lqp(T ) be the space of measurable functions f on [0, T ]×Rd such that

‖f‖Lqp(T ) :=

(∫ T

0

(∫
Rd
|f(t, x)|pdx

) q
p

dt

) 1
q

<∞.

(H3a
3 ) σ(t, x, µ) = σ(t, x) does not depend on µ and is uniformly continuous in x ∈ Rd uniformly

in t ∈ [0, T ]; the weak gradient ∇σ(t, ·) exists for a.e. t ∈ [0, T ] satisfying |∇σ|2 ∈ Lqp(T )
for some (p, q) ∈ I1; and there exists a constant K1 ≥ 1 such that

K−1
1 Id×d ≤ (σσ∗)(t, x) ≤ K1Id×d, (t, x) ∈ [0, T ]× Rd.(3.7)

(H3b
3 ) b = b̄+ b̂, where b̄ and b̂ satisfy

|b̂(t, x, γ)− b̂(t, y, γ̃)|+ |b̄(t, x, γ)− b̄(t, x, γ̃)|
≤ K2(‖γ − γ̃‖TV + Wθ(γ, γ̃) + |x− y|), t ∈ [0, T ], x, y ∈ Rd, γ, γ̃ ∈Pθ(Rd)

(3.8)

for some constants θ,K2 ≥ 1, and for (p, q) in (H3a
3 ), it holds that

(3.9) sup
t∈[0,T ],γ∈Pθ(Rd)

|b̂(t, 0, γ)|+ sup
µ∈C([0,T ];Pθ(Rd))

‖|b̄µ|2‖Lqp(T ) <∞.
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(H3c
3 ) For any µ ∈ B([0, T ]; P(Rd)), the class of measurable maps from [0, T ] to P(Rd), |bµ|2 ∈

Lqp,loc(T ) for (p, q) in (H3a
3 ). Moreover, there exists an increasing function Γ : [0,∞) →

(0,∞) satisfying
∫∞

1
1

Γ(x)
dx =∞ such that

〈b(t, x, δ0), x〉 ≤ Γ(|x|2), t ∈ [0, T ], x ∈ Rd.(3.10)

In addition, there exists a constant K3 ≥ 1 such that

|b(t, x, γ)− b(t, x, γ̃)| ≤ K3‖γ − γ̃‖TV , t ∈ [0, T ], x ∈ Rd, γ, γ̃ ∈P(Rd).(3.11)

Theorem 3.8 ([22]). Assume (H3a
3 ).

(1) If (H3c
3 ) holds, then (1.1) is well-posed for initial initial distributions in Pθ(Rd). More-

over,

(3.12) ‖P ∗t µ0 − P ∗t ν0‖2
TV ≤ 2e

K1K
2
3 t

2 ‖µ0 − ν0‖2
TV , t ∈ [0, T ], µ0, ν0 ∈P(Rd).

(2) Let (H3b
3 ) hold. Then (1.1) is well-posed for initial distributions in Pθ(Rd). Moreover,

for any m ∈ ( θ
2
,∞) ∩ [1,∞), there exists a constant c > 0 such that

‖P ∗t µ0 − P ∗t ν0‖TV + Wθ(P
∗
t µ0, P

∗
t ν0)

≤ c
{
‖µ0 − ν0‖TV + W2m(µ0, ν0)

}
, t ∈ [0, T ], µ0, ν0 ∈Pθ(Rd).

(3.13)

4 Regularity estimates

In this section, we introduce some results on the regularity of distributions for the DDSDE
(1.1). We first establish the log-Harnack inequality, which implies the “gradient estimate” and
entropy estimate, then establish the Bismut formula for the Lions derivative of the distribution,
and finally study the derivative estimate on the distribution. In the first two cases the noise
does not depend on the distribution, while the last part applies also to distribution dependent
noise.

4.1 Log-Harnack inequality

The dimension-free Harnack inequality was founded in [46] for diffusion semigroups on Rieman-
nian manifolds, and as a weaker version the log-Harnack inequality was introduced in [41, 48]
for (reflecting) diffusion processes and SDEs. See the monograph [49] for the study of these
type inequalities and applications. In this part, we introduce the log-Harnack inequality estab-
lished in [50] and [40] for DDSDEs with non-degenerate and degenerate noise respectively. We
will only consider distribution, independent noise, since the log-Harnack inequality is not yet
available for DDSDEs with distribution dependent noise.

11



4.1.1 The non-degenerate case

Consider the following special version of (1.1):

(4.1) dXt = b(t,Xt,LXt)dt+ σ(t,Xt)dWt,

where b and σ satisfy the following assumption.

(H1
4 ) σ(t, x) is invertible and Lipschitzian in x locally uniformly in t ≥ 0, and there exist

increasing functions κ0, κ1, κ2, λ : [0,∞) → (0,∞) such that for any t ∈ [0, T ], x, y ∈ Rd

and µ, ν ∈P2(Rd), we have

(4.2) ‖σ(t, ·)−1‖∞ ≤ λ(t), |b(t, 0, µ)|2 + ‖σ(t, x)‖2 ≤ κ0(t)(1 + |x|2 + µ(| · |2)),

2〈b(t, x, µ)− b(t, y, ν), x− y〉+ ‖σ(t, x)− σ(t, y)‖2
HS

≤ κ1(t)|x− y|2 + κ2(t)|x− y|W2(µ, ν).
(4.3)

Obviously, (H1
4 ) implies assumptions (H1

3 ) for θ = 2, so that Theorem 3.3 ensures the well-
posedness of (4.1) with initial distributions in P2(Rd). For any f ∈ Bb(Rd), consider

Ps,tf(µ) := Eµf(Xs,t) =

∫
Rd
f(y)(P ∗s,tµ)(dy), µ ∈P2(Rd), t ≥ s ≥ 0,

where Eµ is the expectation taking for the solution (Xs,t)t≥s of (4.1) with LXs,s = µ, recall that
in this case we denote P ∗s,tµ = LXs,t . Let

φ(s, t) = λ(t)2

(
κ1(t)

1− e−κ1(t)(t−s) +
tκ2(t)2 exp[2(t− s)(κ1(t) + κ2(t))]

2

)
, 0 ≤ s < t.

Theorem 4.1 ([50]). Assume (H1
4 ) and let t > s ≥ 0. Then for any µ0, ν0 ∈P2(Rd),

(Ps,t log f)(ν0) ≤ log(Ps,tf)(µ0) + φ(s, t)W2(µ0, ν0)2, f ∈ B+
b (Rd).

Consequently, the following assertions hold:

(1) For any µ0, ν0 ∈P2(Rd),

‖P ∗s,tµ0 − P ∗s,tν0‖TV ≤
√

2φ(s, t)W2(µ0, ν0).

(2) For any µ0, ν0 ∈P2(Rd), P ∗s,tµ0 and P ∗s,tν0 are equivalent and the Radon-Nykodim deriva-
tive satisfies the entropy estimate

Ent(P ∗s,tν0|P ∗s,tµ0) :=

∫
Rd

{
log

dP ∗s,tν0

dP ∗s,tµ0

}
dP ∗s,tν0 ≤ φ(s, t)W2(µ0, ν0)2.

Idea of Proof. We only consider s = 0. According to the method of coupling by change of
measures summarized in [49, Section 1.1], the main steps of the proof include:
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(S1) Let (Xt)t≥0 solve (4.1) with LX0 = µ0. By the uniqueness we have µt := P∗tµ0 = LXt ,
and the equation (4.1) reduces to

(4.4) dXt = bt(Xt, µt)dt+ σt(Xt)dWt.

(S2) Construct a process (Yt)t∈[0,T ] such that for a weighted probability measure Q := RTP,

(4.5) XT = YT Q-a.s., and LYT |Q = P ∗Tν0 =: νT .

Obviously, (S1) and (S2) imply

(4.6) (PTf)(µ0) = E[f(XT )] and (PTf)(ν0) = EQ[f(YT )] = E[RTf(XT )], f ∈ Bb(Rd).

Combining this with Young’s inequality, we obtain the log-Harnack inequality:

(PT log f)(ν0) ≤ E[RT logRT ] + logE[f(XT )]

= log(PTf)(µ0) + E[RT logRT ], f ∈ B+
b (Rd).

(4.7)

4.1.2 The degenerate case

Consider the following distribution dependent stochastic Hamiltonian system for (Xt, Yt) ∈
Rd1 × Rd2 :

(4.8)

{
dXt =

(
AXt +BYt)dt,

dYt = Z(t, (Xt, Yt),L(Xt,Yt))dt+ σtdWt,

where A is a d1×d1-matrix, B is a d1×d2-matrix, σ is a d2×d2-matrix, Wt is the d2-dimensional
Brownian motion on a complete filtration probability space (Ω, {Ft}t≥0,P), and

Z : [0,∞)× Rd1+d2 ×P2(Rd1+d2)→ Rd2 , σ : [0,∞)→ Rd2 ⊗ Rd2

are measurable. We assume

(H2
4 ) σ(t) is invertible, there exists a locally bounded function K : [0,∞)→ [0,∞) such that

‖σ(t)−1‖ ≤ K(t), |Z(t, x, µ)− Z(t, y, ν)| ≤ K(t)
{
|x− y|+ W2(µ, ν)

}
holds for all t ≥ 0, µ, ν ∈ P2(Rd1+d2) and x, y ∈ Rd1+d2 , and A,B satisfy the following
Kalman’s rank condition for some k ≥ 1:

Rank[A0B, · · · , Ak−1B] = d1, A0 := Id1×d1 .
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Obviously, this assumption implies (H1
3 ), so that (4.8) has a unique solution (Xt, Yt) for any

initial value (X0, Y0) with µ := L(X0,Y0) ∈P2(Rd1+d2). Let P ∗t µ := L(Xt,Yt) and

(Ptf)(µ) :=

∫
Rd1+d2

fdP ∗t µ, t ≥ 0, f ∈ Bb(Rd1+d2).

By [50, Theorem 3.1], the Lipschitz continuity of Z implies

(4.9) W2(P ∗t µ, P
∗
t ν) ≤ eKtW2(µ, ν), t ≥ 0, µ, ν ∈P2(Rd1+d2)

for some constant K > 0. The following result is due to [40, Section 5.1].

Theorem 4.2 ([40]). Assume (H2
4 ). Then there exists an increasing function C : [0,∞) →

(0,∞) such that for any T > 0,

(PT log f)(ν) ≤ log(PTf)(µ) +
C(T )

T 4k−1 ∧ 1
W2(µ, ν)2, µ, ν ∈P2(Rd1+d2), f ∈ B+

b (Rd1+d2).

Consequently,

(4.10) Ent(P ∗Tν|P ∗Tµ) ≤ C(T )

T 4k−1 ∧ 1
W2(µ, ν)2, T > 0, µ, ν ∈P2(Rd1+d2).

4.2 Bismut formula for the Lions derivative of Ptf

We first introduce the intrinsic and Lions derivatives for functionals of measures, then present
the Bismut formula for the Lions derivative of Ptf for non-degenerate and degenerate DDSDEs
respectively. The main results are taken from [37], see also [2] for extensions to distribution-path
dependent SDEs.

4.2.1 Intrinsic and Lions derivatives

Definition 4.1. Let f : P2(Rd)→ R.

(1) If for any φ ∈ L2(Rd → Rd;µ),

DI
φf(µ) := lim

ε↓0

f(µ ◦ (Id + εφ)−1)− f(µ)

ε
∈ R

exists, and is a bounded linear functional in φ, we call f intrinsic differentiable at µ. In
this case, there exists a unique DIf(µ) ∈ L2(Rd → Rd;µ) such that

〈DIf(µ), φ〉L2(µ) = DI
φf(µ), φ ∈ L2(Rd → Rd;µ).

We call DIf(µ) the intrinsic derivative of f at µ. If f is intrinsic differentiable at all
µ ∈P2(Rd), we call it intrinsic differentiable on P2(Rd) and denote

‖DIf(µ)‖ := ‖DIf(µ)‖L2(µ) =

(∫
Rd
|DIf(µ)|2dµ

) 1
2

.
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(2) If f is intrinsic differentiable and for any µ ∈P2(Rd),

lim
‖φ‖L2(µ)→0

f(µ ◦ (Id + φ)−1)− f(µ)−DI
φf(µ)

‖φ‖L2(µ)

= 0,

we call f L-differentiable on P2(Rd). In this case, DIf(µ) is also denoted by DLf(µ),
and is called the L-derivative of f at µ.

Intrinsic derivative was first introduced in [1] in the configuration space over a Riemannian
manifold, while the L-derivative appeared in the Lecture notes [9] for the study of mean field
games and is also called Lions derivative in references.

Note that the derivative DIf(µ) ∈ L2(Rd → Rd;µ) is µ-a.e. defined. In applications, we
take its continuous version if exists. The following classes of L-differentiable functions are often
used in analysis:

(a) f ∈ C1(P2(Rd)) : if f is L-differentiable such that for every µ ∈ P2(Rd), there exists a
µ-version DLf(µ)(·) such that DLf(µ)(x) is jointly continuous in (x, µ) ∈ Rd ×P2(Rd).

(b) f ∈ C1
b (P2(Rd)) : if f ∈ C1(P2(Rd)) and DLf(µ)(x) is bounded.

(c) f ∈ C2(P2(Rd)) : if f ∈ C1(P2(Rd)) and Df(µ)(x) is L-differentiable in µ and differen-
tiable in x ∈ Rd, such that ∇{DLf(µ)}(x) and

(DL)2f(µ)(x, y) :=
({
DL[DLf(µ)(x)]i(y)

}
j

)
1≤i,j≤d ∈ Rd ⊗ Rd

are jointly continuous in (µ, x, y) ∈P2(Rd)× Rd × Rd.

(d) f ∈ C2
b (P2(Rd)) : if f ∈ C2(P2(Rd)) and all derivatives DLf(µ)(x), (DL)2f(µ)(x, y) and

∇(DLf(µ))(x) are bounded.

(e) f ∈ C1,1(Rd×P2(Rd)) : if f is a continuous function on Rd×P2(Rd) such that f(·, µ) ∈
C1(Rd) for µ ∈P2(Rd), f(x, ·) ∈ C1(P2(Rd)) for x ∈ Rd, and

∇f(x, µ), DLf(x, µ)(y)

are jointly continuous in (x, µ, y) ∈ Rd ×P2(Rd)× Rd. If moreover these derivatives are
bounded, we denote f ∈ C1,1

b (Rd ×P2(Rd)).

(f) f ∈ C2,2(Rd×P2(Rd)), if f is a continuous function on Rd×P2(Rd) such that f(·, µ) ∈
C2(Rd) for µ ∈P2(Rd), f(x, ·) ∈ C2(P2(Rd)) for x ∈ Rd,

(DL∇f)(x, µ)(y) :=
({
DL[∂xif(x, µ)]

}
j

)
1≤i,j≤d ∈ Rd ⊗ Rd

exists, and all derivatives

∇f(x, µ), ∇2f(x, µ), DLf(x, µ)(y), (DL∇f)(x, µ)(y)

∇{DLf(x, µ)(·)}(y), (DL)2f(x, µ)(y, z)

are jointly continuous in (x, µ, y, z) ∈ Rd×P2(Rd)×Rd×Rd. If moreover these derivatives
are bounded, we denote f ∈ C2,2

b (Rd ×P2(Rd)).
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Consider f ∈ FC2
b (P2(Rd)), i.e.

f(µ) = g(µ(h1), · · · , µ(hn)), n ≥ 1, g ∈ C2(Rn), hi ∈ C2
b (Rd).

Then it is easy to see that f ∈ C2
b (P2(Rd)) with

DLf(µ)(y) =
d∑
i=1

(∂ig)(µ(h1), · · · , µ(hn))∇hi(y),

∇{DLf(µ)}(y) =
d∑
i=1

(∂ig)(µ(h1), · · · , µ(hn))∇2hi(y),

(DL)2f(µ)(y, z) =
d∑

i,j=1

(∂i∂jg)(µ(h1), · · · , µ(hn)){∇hi(y)} ⊗ {∇hj(z)}.

4.2.2 Bismut formula for non-degenerate DDSDEs

Consider the DDSDE (4.1) with coefficients satisfying the following assumption.

(H3
4 ) In addition to (H1

4 ), bt, σt ∈ C1,1(Rd ×P2(Rd)) such that

max
{
‖∇bt(·, µ)(x)‖, ‖DLbt(x, ·)(µ)‖, 1

2
‖∇σt(·, µ)(x)‖2,

1

2
‖DLσt(x, ·)(µ)‖2

}
≤ K(t), t ≥ 0, x ∈ Rd, µ ∈P2(Rd)

holds for some continuous function K : [0,∞)→ [0,∞).

By Theorem 3.3, for any initial value X0 ∈ L2(Ω → Rd,F0,P), (4.1) has a unique solution
(Xt)t≥0. Let P ∗t µ = LXt for LX0 = µ, and consider the L-derivative of the functionals in µ:

PTf(µ) := Eµf(Xt) =

∫
Rd
f(y)(P ∗Tµ)(dy), T > 0, f ∈ Bb(Rd).

Given φ ∈ L2(Rd → Rd, µ), the following linear SDE has a unique solution vφt on Rd:

dvφt =
{
∇vφt

b(t, ·,LXt)(Xt) +
(
E〈DLb(t, y, ·)(LXt)(Xt), v

φ
t 〉
)∣∣
y=Xt

}
dt

+
{
∇vφt

σ(t, ·)(Xt)
}

dWt, vφ0 = φ(X0), t ≥ 0.
(4.11)

The following result is taken from [38, Theorem 2.1 and Corollary 2.2].

Theorem 4.3 ([38]). Assume (H3
4 ). Then for any f ∈ Bb(Rd), µ ∈ P2(Rd) and T > 0, PTf

is L-differentiable at µ such that for any g ∈ C1([0, T ]) with g0 = 0 and gT = 1,

DL
φ (PTf)(µ) = E

[
f(XT )

∫ T

0

〈
g′tσt(Xt,LXt)

−1vφt , dWt

〉]
, φ ∈ L2(Rd → Rd, µ),

16



where Xt solves (4.1) for LX0 = µ. Moreover, the limit

(4.12) DL
φP
∗
Tµ := lim

ε↓0

P ∗Tµ ◦ (Id + εφ)−1 − P ∗Tµ
ε

= ψP ∗Tµ

exists in the total variational norm, where ψ is the unique element in L2(Rd → R, P ∗Tµ) such that

ψ(XT ) = E
( ∫ T

0

〈
g′tσt(Xt,LXt)

−1vφt , dWt

〉∣∣XT

)
, and (ψP ∗Tµ)(A) :=

∫
A
ψdP ∗Tµ, A ∈ B(Rd).

Consequently, for any T > 0, f ∈ Bb(Rd) and µ, ν ∈P2(Rd),

‖DL(PTf)(µ)‖2 ≤ (PTf
2)(µ)− (Ptf(µ))2∫ T

0
λ−2
t e−8K(t)tdt

,

‖P ∗Tµ− P ∗Tν‖2
TV := 4 sup

A∈B(Rd)

|(P ∗Tµ)(A)− (P ∗Tν)(A)|2 ≤ 4W2(µ, ν)2∫ T
0
λ−2
t e−8K(t)tdt

.

4.2.3 Bismut formula for degenerate DDSDEs

Consider the following distribution dependent stochastic Hamiltonian system forXt = (X
(1)
t , X

(2)
t )

on Rd1+d2 = Rd1 × Rd2 :

(4.13)

{
dX

(1)
t = b

(1)
t (Xt)dt,

dX
(2)
t = b

(2)
t (Xt,LXt)dt+ σtdWt,

where (Wt)t≥0 is a d2-dimensional Brownian motion as before, and for each t ≥ 0, σt is an
invertible d2 × d2-matrix,

bt = (b
(1)
t , b

(2)
t ) : Rd1+d2 ×P2(Rd1+d2)→ Rd1+d2

is measurable with b
(1)
t (x, µ) = b

(1)
t (x) independent of the distribution µ. Let ∇ = (∇(1),∇(2))

be the gradient operator on Rd1+d2 = Rd1×Rd2 , where∇(i) is the gradient in the i-th component,
i = 1, 2. Let ∇2 = ∇∇ denote the Hessian operator on Rd1+d2 . We assume

(H4
4 ) For every t ≥ 0, b

(1)
t ∈ C2

b (Rd1+d2 → Rd1), b
(2)
t ∈ C1,1(Rd1+d2 ×P2(Rd1+d2) → Rd2), and

there exists an increasing function K : [0,∞)→ [0,∞) such that

‖∇bt(·, µ)(x)‖+ ‖DLb
(2)
t (x, ·)(µ)‖+ ‖∇2b

(1)
t (x)‖ ≤ K(t), t ≥ 0, (x, µ) ∈ Rd ×P2(Rd).

There exist B ∈ Bb([0, T ] → Rd1 ⊗ Rd2), an increasing function θ ∈ C([0, T ];R1) with
θt > 0 for t ∈ (0, T ], and ε ∈ (0, 1) such that

〈(∇(2)b
(1)
t −Bt)B

∗
t a, a〉 ≥ −ε|B∗t a|2, a ∈ Rd1 ,∫ t

0

s(T − s)KT,sBsB
∗
sK
∗
T,sds ≥ θtId1×d1 , t ∈ (0, T ],

where for any s ≥ 0, {Kt,s}t≥s is the unique solution of the following linear random ODE
on Rd1 ⊗ Rd1 :

d

dt
Kt,s = (∇(1)b

(1)
t )(Xt)Kt,s, t ≥ s,Ks,s = Id1×d1 .
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Example 4.1. Let

b
(1)
t (x) = Ax(1) +Bx(2), x = (x(1), x(2)) ∈ Rd1+d2

for some d1 × d1-matrix A and d1 × d2-matrix B. If the Kalman’s rank condition

Rank[B,AB, · · · , AkB] = d1

holds for some k ≥ 1, then (H4
4 ) is satisfied with θt = cT t for some constant cT > 0.

According to the proof of [51, Theorem 1.1], (H4
4 ) implies that the matrices

Qt :=

∫ t

0

s(T − s)KT,s∇(2)b(1)
s (Xs)B

∗
sK
∗
T,sds, t ∈ (0, T ]

are invertible with

(4.14) ‖Q−1
t ‖ ≤

1

(1− ε)θt
, t ∈ (0, T ].

For (Xt)t∈[0,T ] solving (4.13) with LX0 = µ ∈ P2(Rd1+d2) and φ = (φ(1), φ(2)) ∈ L2(Rd1+d2 →
Rd1+d2 , µ), let

α
(2)
t =

T − t
T

φ(2)(X0)−
t(T − t)B∗tK∗T,t∫ T

0
θ2
sds

∫ T

t

θ2
sQ
−1
s KT,0φ

(1)(X0)ds

− t(T − t)B∗tK∗T,tQ−1
T

∫ T

0

T − s
T

KT,s∇(2)

φ(2)(X0)
b(1)
s (Xs)ds,

α
(1)
t = Kt,0φ

(1)(X0) +

∫ t

0

Kt,s∇(2)

α
(2)
s

b(1)
s (Xs(x)) ds, t ∈ [0, T ],

and define

hαt :=

∫ t

0

σ−1
s

{(
E〈DLb(2)

s (y, ·)(LXs)(Xs), αs〉
)∣∣
y=Xs

+∇αsb
(2)
s (·,LXs)(Xs)− (α(2)

s )′
}

ds, t ∈ [0, T ].

(4.15)

Let (D∗,D(D∗)) be the Malliavin divergence operator associated with the Brownian motion
(Wt)t∈[0,T ]. The following result is due to [38, Theorem 2.3].

Theorem 4.4 ([38]). Assume(H4
4 ). Then hα ∈ D(D∗) with E|D∗(hα)|p <∞ for all p ∈ [1,∞).

Moreover, for any f ∈ Bb(Rd1+d2) and T > 0, PTf is L-differentiable such that

DL
φ (PTf)(µ) = E

[
f(XT )D∗(hα)

]
holds for µ ∈P2(Rd1+d2), φ ∈ L2(Rd1+d2 → Rd1+d2 , µ) and hα in (4.15). Consequently:
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(1) The formula (4.12) holds for the unique ψ ∈ L2(Rd1+d2 → R, P ∗Tµ) such that ψ(XT ) =
E(D∗(hα)|XT ).

(2) There exists a constant c ≥ 0 such that for any T > 0,

‖DL(PTf)(µ)‖ ≤ c
√
PT |f |2(µ)− (PTf)2(µ)

√
T (T 2 + θT )∫ T

0
θ2
sds

, f ∈ Bb(Rd1+d2),

‖P ∗Tµ− P ∗Tν‖TV ≤ cW2(µ, ν)

√
T (T 2 + θT )∫ T

0
θ2
sds

, µ, ν ∈P2(Rd1+d2).

4.3 Lions derivative estimates on Ptf

In this part we estimate DLPTf for DDSDE with σ also depending on µ, which thus extends
the corresponding derivative estimate presented in Theorem 4.3.

Consider the DDSDE (1.1) with coefficients satisfying the following assumption which, by
Theorem 3.3, implies the well-posedness.

(H5
4 ) For any t ≥ 0, bt, σt ∈ C1,1(Rd×P2), and there exists an increasing function K : [0,∞)→

[1,∞) such that for any t ≥ 0, x, y ∈ Rd and µ ∈P2(Rd),

K−1
t Id×d ≤ (σtσ

∗
t )(x, µ) ≤ KtId×d,

|bt(x, µ)|+ ‖∇bt(·, µ)(x)‖+ ‖DL{bt(x, ·)}(µ)‖
+ ‖∇{σt(·, µ)}(x)‖2 + ‖DL{σt(x, ·)}(µ)‖2 ≤ Kt,

‖DL{bt(x, ·)}(µ)−DL{bt(y, ·)}(µ)‖+ ‖DL{σt(x, ·)}(µ)−DL{σt(y, ·)}(µ)‖
≤ Kt|x− y|.

Let Ps,tf(µ) := E[f(Xs,t)] for f ∈ Bb(Rd) and (Xs,t)t≥s≥0 solving (1.1) with LXs,s = µ ∈
P2(Rd). The following result is due to [23, Theorem 1.1].

Theorem 4.5 ([23]). Assume (H5
4 ). Then for any t > s ≥ 0 and f ∈ Bb(Rd), Ps,tf is

L-differentiable, and there exists an increasing function C : [0,∞)→ (0,∞) such that

‖DLPtf(µ)‖ ≤ Ct‖f‖∞√
t− s

, t > s, f ∈ Bb(Rd).

Consequently, for any t > 0 and µ, ν ∈P2(Rd),

‖P ∗s,tµ− P ∗s,tν‖TV := 2 sup
‖f‖∞≤1

|Ps,tf(µ)− Ps,tf(ν)| ≤ 2Ct√
t− s

W2(µ, ν).
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5 Exponential ergodicity in entropy

The convergence in entropy for stochastic systems is an important topic in both probability
theory and mathematical physics, and has been well studied for Markov processes by using the
log-Sobolev inequality, see for instance [7] and references therein. However, the existing results
derived in the literature do not apply to DDSDEs. In 2003, Carrillo, McCann and Villani [11]
proved the exponential convergence in a mean field entropy of the following granular media
equation for probability density functions (ρt)t≥0 on Rd:

(5.1) ∂tρt = ∆ρt + div
{
ρt∇(V +W ∗ ρt)

}
,

where the internal potential V ∈ C2(Rd) satisfies HessV ≥ λId×d for a constant λ > 0 and the
d×d-unit matrix Id×d, and the interaction potential W ∈ C2(Rd) satisfies W (−x) = W (x) and
HessW ≥ −δId×d for some constant δ ∈ [0, λ/2). Recall that we write M ≥ λId for a constant
λ and a d× d-matrix M , if 〈Mv, v〉 ≥ λ|v|2 holds for any v ∈ Rd. To introduce the mean field

entropy, let µV (dx) := e−V (x)dx∫
Rd e−V (x)dx

, recall the classical relative entropy

Ent(ν|µ) :=

{
µ(ρ log ρ), if ν = ρµ,

∞, otherwise

for µ, ν ∈P(Rd), and consider the free energy functional

EV,W (µ) := Ent(µ|µV ) +
1

2

∫
Rd×Rd

W (x− y)µ(dx)µ(dy), µ ∈P(Rd),

where we set EV,W (µ) = ∞ if either Ent(µ|µV ) = ∞ or the integral term is not well defined.
Then the associated mean field entropy EntV,W is defined by

(5.2) EntV,W (µ) := EV,W (µ)− inf
ν∈P

EV,W (ν), µ ∈P(Rd).

According to [11], for V and W satisfying the above mentioned conditions, EV,W has a unique
minimizer µ∞, and µt(dx) := ρt(x)dx for probability density ρt solving (5.1) converges to µ∞
exponentially in the mean field entropy:

EntV,W (µt) ≤ e−(λ−2δ)tEntV,W (µ0), t ≥ 0.

Recently, this result was generalized in [15] by establishing the uniform log-Sobolev inequality
for the associated mean field particle systems, such that EntV,W (µt) decays exponentially for
a class of non-convex V ∈ C2(Rd) and W ∈ C2(Rd × Rd), where W (x, y) = W (y, x) and
µt(dx) := ρt(x)dx for ρt solving the nonlinear PDE

(5.3) ∂tρt = ∆ρt + div
{
ρt∇(V +W ~ ρt)

}
,

where

(5.4) W ~ ρt :=

∫
Rd
W (·, y)ρt(y)dy.
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In this case, EntV,W is defined in (5.2) for the free energy functional

EV,W (µ) := Ent(µ|µV ) +
1

2

∫
Rd×Rd

W (x, y)µ(dx)µ(dy), µ ∈P(Rd).

To study (5.3) using probability methods, we consider the following DDSDE with initial dis-
tribution µ0:

(5.5) dXt =
√

2dBt −∇
{
V +W ~ LXt

}
(Xt)dt,

where Bt is the d-dimensional Brownian motion, LXt is the distribution of Xt, and

(5.6) (W ~ µ)(x) :=

∫
Rd
W (x, y)µ(dy), x ∈ Rd, µ ∈P(Rd)

provided the integral exists. Let ρt(x) =
(LXt )(dx)

dx
, t ≥ 0. By Itô’s formula and the integration

by parts formula, we have

d

dt

∫
Rd

(ρtf)(x)dx =
d

dt
E[f(Xt)] = E

[(
∆−∇V −∇{W ~ ρt}

)
f(Xt)

]
=

∫
Rd
ρt(x)

{
∆f − 〈∇V +∇{W ~ ρt},∇f〉

}
(x)dx

=

∫
Rd
f(x){∆ρt + div[ρt∇V + ρt∇(W ~ ρt)]

}
(x)dx, t ≥ 0, f ∈ C∞0 (Rd).

Therefore, ρt solves (5.3). On the other hand, by this fact and the uniqueness of (5.3) and
(5.5), if ρt solves (5.3) with µ0(dx) := ρ0(x)dx, then ρt(x)dx = LXt(dx) for Xt solving (5.5)
with LX0 = µ0.

To extend the study of [11, 15], we investigate the exponential convergence in entropy for
the following DDSDE on Rd:

(5.7) dXt = b(Xt,LXt)dt+ σ(Xt)dWt,

where Wt is the m-dimensional Brownian motion on a complete filtration probability space
(Ω, {Ft}t≥0,P),

σ : Rd → Rd ⊗ Rm, b : Rd ×P2(Rd)→ Rd

are measurable.
Unlike in [11, 15] where the mean field particle systems are used to estimate the mean field

entropy, we use the log-Harnack inequality introduced in [48, 41] and the Talagrand inequality
developed in [45, 7, 35]. Since the log-Harnack inequality is not yet available when σ depends
on the distribution, in (5.7) we only consider distribution-free σ.

In the following subsections, we first present a criterion on the exponential convergence
for DDSDEs by using the log-Harnack and Talagrand inequalities, then prove the exponential
convergence for granular media type equations which generalizes the framework of [15], and
finally consider exponential convergence for (5.7) with non-degenerate and degenerate noises
respectively.
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5.1 A criterion with application to Granular media type equations

In general, we consider the following DDSDE:

(5.8) dXt = σ(Xt,LXt)dWt + b(Xt,LXt)dt,

where Wt is the m-dimensional Brownian motion and

σ : Rd ×P2(Rd)→ Rd ⊗ Rm, b : Rd ×P2(Rd)→ Rd

are measurable. We assume that this SDE is strongly and weakly well-posed for square inte-
grable initial values. It is in particular the case if b is continuous on Rd ×P2(Rd) and there
exists a constant K > 0 such that

〈b(x, µ)− b(y, ν), x− y〉+ + ‖σ(x, µ)− σ(y, ν)‖2 ≤ K
{
|x− y|2 + W2(µ, ν)2},

|b(0, µ)| ≤ K
(

1 +
√
µ(| · |2)

)
, x, y ∈ Rd, µ, ν ∈P2(Rd),

(5.9)

see for instance [50]. See also [24, 57] and references therein for the well-posedness of DDSDEs
with singular coefficients. For any µ ∈P2(Rd), let P ∗t µ = LXt for the solution Xt with initial
distribution LX0 = µ. Let

Ptf(µ) = E[f(Xt)] =

∫
Rd
fdP ∗t µ, t ≥ 0, f ∈ Bb(Rd).

We have the following equivalence on the exponential convergence of P ∗t µ in Ent and W2.

Theorem 5.1 ([40]). Assume that P ∗t has a unique invariant probability measure µ∞ ∈P2(Rd)
such that for some constants t0, c0, C > 0 we have the log-Harnack inequality

(5.10) Pt0(log f)(ν) ≤ logPt0f(µ) + c0W2(µ, ν)2, µ, ν ∈P2(Rd), f ∈ B+
b (Rd)

and the Talagrand inequality

(5.11) W2(µ, µ∞)2 ≤ CEnt(µ|µ∞), µ ∈P2(Rd).

(1) If there exist constants c1, λ, t1 ≥ 0 such that

(5.12) W2(P ∗t µ, µ∞)2 ≤ c1e−λtW2(µ, µ∞)2, t ≥ t1, µ ∈P2(Rd),

then

max
{
c−1

0 Ent(P ∗t µ|µ∞),W2(P ∗t µ, µ∞)2
}

≤ c1e−λ(t−t0) min
{
W2(µ, µ∞)2, CEnt(µ|µ∞)

}
, t ≥ t0 + t1, µ ∈P2(Rd).

(5.13)

(2) If for some constants λ, c2, t2 > 0

(5.14) Ent(P ∗t µ|µ∞) ≤ c2e−λtEnt(µ|µ∞), t ≥ t2, µ ∈P2(Rd),

then

max
{

Ent(P ∗t µ, µ∞), C−1W2(P ∗t µ, µ∞)2
}

≤ c2e−λ(t−t0) min
{
c0W2(µ, µ∞)2,Ent(µ|µ∞)

}
, t ≥ t0 + t2, µ ∈P2(Rd).

(5.15)
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When σσ∗ is invertible and does not depend on the distribution, the log-Harnack inequality
(5.10) has been established in [50]. The Talagrand inequality was first found in [45] for µ∞
being the Gaussian measure, and extended in [7] to µ∞ satisfying the log-Sobolev inequality

(5.16) µ∞(f 2 log f 2) ≤ Cµ∞(|∇f |2), f ∈ C1
b (Rd), µ∞(f 2) = 1,

see [35] for an earlier result under a curvature condition, and see [47] for further extensions.
To illustrate this result, we consider the granular media type equation for probability density

functions (ρt)t≥0 on Rd:

(5.17) ∂tρt = div
{
a∇ρt + ρta∇(V +W ~ ρt)

}
,

where W ~ ρt is in (5.4), and the functions

a : Rd → Rd ⊗ Rd, V : Rd → R, W : Rd × Rd → R

satisfy the following assumptions.

(H1
5 ) a := (aij)1≤i,j≤d ∈ C2

b (Rd → Rd ⊗ Rd), and a ≥ λaId×d for some constant λa > 0.

(H2
5 ) V ∈ C2(Rd),W ∈ C2(Rd×Rd) with W (x, y) = W (y, x), and there exist constants κ0 ∈ R

and κ1, κ2, κ
′
0 > 0 such that

(5.18) HessV ≥ κ0Id×d, κ′0I2d×2d ≥ HessW ≥ κ0I2d×2d,

(5.19) 〈x,∇V (x)〉 ≥ κ1|x|2 − κ2, x ∈ Rd.

Moreover, for any λ > 0,

(5.20)

∫
Rd×Rd

e−V (x)−V (y)−λW (x,y)dxdy <∞.

(H3
5 ) There exists a function b0 ∈ L1

loc([0,∞)) with

r0 :=
‖HessW‖∞

4

∫ ∞
0

e
1
4

∫ t
0 b0(s)dsdt < 1

such that for any x, y, z ∈ Rd,〈
y − x,∇V (x)−∇V (y) +∇W (·, z)(x)−∇W (·, z)(y)

〉
≤ |x− y|b0(|x− y|).

For any N ≥ 2, consider the Hamiltonian for the system of N particles:

HN(x1, · · · , xN) =
N∑
i=1

V (xi) +
1

N − 1

N∑
1≤i<j≤N

W (xi, xj),
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and the corresponding finite-dimensional Gibbs measure

µ(N)(dx1, · · · , dxN) =
1

ZN
e−HN (x1,··· ,xN )dx1 · · · dxN ,

where ZN :=
∫
RdN e−HN (x)dx < ∞ due to (5.20) in (H2). For any 1 ≤ i ≤ N , the conditional

marginal of µ(N) given z ∈ Rd(N−1) is given by

µ(N)
z (dx) :=

1

ZN(z)
e−HN (x|z)dx, ZN(z) :=

∫
Rd

e−HN (x|z)dx,

HN(x|z) := V (x)− log

∫
Rd(N−1)

e−
∑N−1
i=1 {V (zi)+

1
N−1

W (x,zi)}dz1 · · · dzN−1.

We have the following result.

Theorem 5.2 ([40]). Assume (H1
5 )-(H3

5 ). If there is a constant β > 0 such that the uniform
log-Sobolev inequality

(5.21) µ(N)
z (f 2 log f 2) ≤ 1

β
µ(N)
z (|∇f |2), f ∈ C1

b (Rd), µ(N)
z (f 2) = 1, N ≥ 2, z ∈ Rd(N−1)

holds, then there exists a unique µ∞ ∈P2(Rd) and a constant c > 0 such that

(5.22) W2(µt, µ∞)2 + Ent(µt|µ∞) ≤ ce−λaβ(1−r0)2t min
{
W2(µ0, µ∞)2 + Ent(µ0|µ∞)

}
, t ≥ 1

holds for any probability density functions (ρt)t≥0 solving (5.17), where µt(dx) := ρt(x)dx, t ≥ 0.

This result allows V and W to be non-convex. For instance, let V = V1 + V2 ∈ C2(Rd)
such that ‖V1‖∞ ∧ ‖∇V1‖∞ < ∞, HessV2 ≥ λId×d for some λ > 0, and W ∈ C2(Rd × Rd)
with ‖W‖∞ ∧ ‖∇W‖∞ < ∞. Then the uniform log-Sobolev inequality (5.21) holds for some
constant β > 0.

5.2 The non-degenerate case

In this part, we make the following assumptions:

(H4
5 ) b is continuous on Rd ×P2(Rd) and there exists a constant K > 0 such that (5.9) holds.

(H5
5 ) σσ∗ is invertible with λ := ‖(σσ∗)−1‖∞ < ∞, and there exist constants K2 > K1 ≥ 0

such that for any x, y ∈ Rd and µ, ν ∈P2(Rd),

‖σ(x)− σ(y)‖2
HS + 2〈b(x, µ)− b(y, ν), x− y〉 ≤ K1W2(µ, ν)2 −K2|x− y|2.

According to Theorem 3.3, if (H1
3 ) holds, then for any initial value X0 ∈ L2(Ω → Rd,F0,P),

(5.7) has a unique solution which satisfies

E
[

sup
t∈[0,T ]

|Xt|2
]
<∞, T ∈ (0,∞).

Let P ∗t µ = LXt for the solution Xt with LX0 = µ. We have the following result.
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Theorem 5.3 ([40]). Assume (H4
5 ) and (H5

5 ). Then P ∗t has a unique invariant probability
measure µ∞ such that

(5.23) max
{
W2(P ∗t µ, µ∞)2,Ent(P ∗t µ|µ∞)

}
≤ c1

t ∧ 1
e−(K2−K1)tW2(µ, µ∞)2, t > 0, µ ∈P2(Rd)

holds for some constant c1 > 0. If moreover σ ∈ C2
b (Rd → Rd ⊗ Rm), then there exists a

constant c2 > 0 such that for any µ ∈P2(Rd), t ≥ 1,

(5.24) max
{
W2(P ∗t µ, µ∞)2,Ent(P ∗t µ|µ∞)

}
≤ c2e−(K2−K1)t min

{
W2(µ, µ∞)2,Ent(µ|µ∞)

}
.

To illustrate this result, we consider the granular media equation (5.3), for which we take

(5.25) σ =
√

2Id×d, b(x, µ) = −∇
{
V +W ~ µ

}
(x), (x, µ) ∈ Rd ×P2(Rd).

The following example is not included by Theorem 5.2 since the function W may be non-
symmetric.

Example 5.1 (Granular media equation). Consider (5.3) with V ∈ C2(Rd) and W ∈
C2(Rd × Rd) satisfying

(5.26) HessV ≥ λId×d, HessW ≥ δ1I2d×2d, ‖HessW‖ ≤ δ2

for some constants λ1, δ2 > 0 and δ1 ∈ R. If λ + δ1 − δ2 > 0, then there exists a unique
µ∞ ∈ P2(Rd) and a constant c > 0 such that for any probability density functions (ρt)t≥0

solving (5.3), µt(dx) := ρt(x)dx satisfies

max
{
W2(µt, µ∞)2,Ent(µt|µ∞)

}
≤ ce−(λ+δ1−δ2)t min

{
W2(µ0, µ∞)2,Ent(µ0|µ∞)

}
, t ≥ 1.

(5.27)

Proof. Let σ and b be in (5.25). Then (5.26) implies (H1
3 ) and

〈b(x, µ)− b(y, ν), x− y〉 ≤ −(λ1 + δ1)|x− y|2 + δ2|x− y|W1(µ, ν),

where we have used the formula

W1(µ, ν) = sup{µ(f)− ν(f) : ‖∇f‖∞ ≤ 1}.
So, by taking α = δ2

2
and noting that W1 ≤W2, we obtain

〈b(x, µ)− b(y, ν), x− y〉 ≤ −
(
λ+ δ1 − α

)
|x− y|2 +

δ2
2

4α
W1(µ, ν)2

≤ −
(
λ+ δ1 −

δ2

2

)
|x− y|2 +

δ2

2
W2(µ, ν)2, x, y ∈ Rd, µ, ν ∈P2(Rd).

Therefore, if (5.26) holds for λ + δ1 − δ2 > 0, Theorem 5.3 implies that P ∗t has a unique
invariant probability measure µ∞ ∈ P2(Rd), such that (5.27) holds for µ0 ∈ P2(Rd). When
µ0 /∈ P2(Rd), we have W2(µ0, µ∞)2 = ∞ since µ∞ ∈ P2(Rd). Combining this with the
Talagrand inequality

W2(µ0, µ∞)2 ≤ CEnt(µ0|µ∞)

for some constant C > 0, see the proof of Theorem 5.3, we have Ent(µ0|µ∞) = ∞ for µ0 /∈
P2(Rd), so that (5.27) holds for all µ0 ∈P(Rd).
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5.3 The degenerate case

When Rk with some k ∈ N is considered, to emphasize the space we use P(Rk) (P2(Rk))
to denote the class of probability measures (with finite second moment) on Rk. Consider the
following McKean-Vlasov stochastic Hamiltonian system for (Xt, Yt) ∈ Rd1+d2 := Rd1 × Rd2 :

(5.28)

{
dXt = BYtdt,

dYt =
√

2dWt −
{
B∗∇V (·,L(Xt,Yt))(Xt) + βB∗(BB∗)−1Xt + Yt

}
dt,

where β > 0 is a constant, B is a d1 × d2-matrix such that BB∗ is invertible, and

V : Rd1 ×P2(Rd1+d2)→ Rd2

is measurable. Let

ψB((x, y), (x̄, ȳ)) :=
√
|x− x̄|2 + |B(y − ȳ)|2, (x, y), (x̄, ȳ) ∈ Rd1+d2 ,

WψB
2 (µ, ν) := inf

π∈C (µ,ν)

{∫
Rd1+d2×Rd1+d2

ψB
2dπ

} 1
2

, µ, ν ∈P2(Rd1+d2).

We assume

(H6
5 ) V (x, µ) is differentiable in x such that ∇V (·, µ)(x) is Lipschitz continuous in (x, µ) ∈

Rd1 ×P2(Rd1+d2). Moreover, there exist constants θ1, θ2 ∈ R with

(5.29) θ1 + θ2 < β,

such that for any (x, y), (x′, y′) ∈ Rd1+d2 and µ, µ′ ∈P2(Rd1+d2),〈
BB∗{∇V (·, µ)(x)−∇V (·, µ′)(x′)}, x− x′ + (1 + β)B(y − y′)

〉
≥ −θ1ψB((x, y), (x′, y′))2 − θ2WψB

2 (µ, µ′)2.
(5.30)

Obviously, (H6
5 ) implies (H1

3 ) for d = m = d1 + d2, σ = diag{0,
√

2Id2×d2}, and

b((x, y), µ) =
(
By,−B∗∇V (·, µ)(x)− βB∗(BB∗)−1x− y

)
.

So, according to [50], (5.28) is well-posed for any initial value in L2(Ω → Rd1+d2 ,F0,P). Let
P ∗t µ = L(Xt,Yt) for the solution with initial distribution µ ∈P2(Rd1+d2).

Theorem 5.4 ([40]). Assume (H6
5 ). Then P ∗t has a unique invariant probability measure µ∞

such that for any t > 0 and µ ∈P2(Rd1+d2),

(5.31) max
{
W2(P ∗t µ, µ∞)2,Ent(P ∗t µ|µ∞)

}
≤ ce−2κt

(1 ∧ t)3
min

{
Ent(µ|µ∞),W2(µ, µ∞)2

}
holds for some constant c > 0 and

(5.32) κ :=
2(β − θ1 − θ2)

2 + 2β + β2 +
√
β4 + 4

> 0.
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Example 5.2 (Degenerate granular media equation). Let m ∈ N and W ∈ C2(Rm ×
R2m). Consider the following PDE for probability density functions (ρt)t≥0 on R2m:

(5.33) ∂tρt(x, y) = ∆yρt(x, y)− 〈∇xρt(x, y), y〉+ 〈∇yρt(x, y),∇x(W ~ ρt)(x) + βx+ y〉,

where β > 0 is a constant, ∆y,∇x,∇y stand for the Laplacian in y and the gradient operators
in x, y respectively, and

(W ~ ρt)(x) :=

∫
R2m

W (x, z)ρt(z)dz, x ∈ Rm.

If there exists a constant θ ∈
(
0, 2β

1+3
√

2+2β+β2

)
such that

(5.34) |∇W (·, z)(x)−∇W (·, z̄)(x̄)| ≤ θ
(
|x− x̄|+ |z − z̄|

)
, x, x̄ ∈ Rm, z, z̄ ∈ R2m,

then there exists a unique probability measure µ∞ ∈P2(R2m) and a constant c > 0 such that
for any probability density functions (ρt)t≥0 solving (5.33), µt(dx) := ρt(x)dx satisfies

(5.35) max
{
W2(µt, µ∞)2,Ent(µt|µ∞)

}
≤ ce−κt min

{
W2(µ0, µ∞)2,Ent(µ0|µ∞)

}
, t ≥ 1

holds for κ =
2β−θ

(
1+3
√

2+2β+β2
)

2+2β+β2+
√
β4+4

> 0.

Proof. Let d1 = d2 = m and (Xt, Yt) solve (5.28) for

(5.36) B := Im×m, V (x, µ) :=

∫
R2m

W (x, z)µ(dz).

Let ρt(z) =
L(Xt,Yt)

(dz)

dz
. By Itô’s formula and integration by parts formula, for any f ∈ C2

0(R2m)
we have

d

dt

∫
R2m

(ρtf)(z)dz =
d

dt
E[f(Xt, Yt)]

=

∫
R2m

ρt(x, y)
{

∆yf(x, y) + 〈∇xf(x, y), y〉 − 〈∇yf(x, y),∇xV (x, ρt(z)dz) + βx+ y〉
}

dxdy

=

∫
R2m

f(x, y)
{

∆yρt(x, y)− 〈∇xρt(x, y), y〉+ 〈∇yρt(x, y),∇xµt(W (x, ·)) + βx+ y〉
}

dxdy.

Then ρt solves (5.33). On the other hand, by the uniqueness of of (5.28) and (5.33), for any
solution ρt to (5.33) with µ0(dz) := ρ0(z)dz ∈P2(R2m) for d = 2m, ρt(z)dz = L(Xt,Yt)(dz) for
the solution to (5.28) with initial distribution µ0. So, as explained in the proof of Example 5.1,
by Theorem 5.4 we only need to verify (H6

5 ) for B, V in (5.36) and

(5.37) θ1 = θ
(1

2
+
√

2 + 2β + β2
)
, θ2 =

θ

2

√
2 + 2β + β2,
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so that the desired assertion holds for

κ :=
2(β − θ1 − θ2)

2 + 2β + β2 +
√
β4 + 4

=
2β − θ(1 + 3

√
2 + 2β + β2)

2 + 2β + β2 +
√
β4 + 4

.

By (5.34) and V (x, µ) := µ(W (x, ·)), for any constants α1, α2, α3 > 0 we have

I :=
〈
∇V (·, µ)(x)−∇V (·, µ̄)(x̄), x− x̄+ (1 + β)(y − ȳ)

〉
=

∫
R2m

〈
∇W (·, z)(x)−∇W (·, z)(x̄), x− x̄+ (1 + β)(y − ȳ)

〉
µ(dz)

+
〈
µ(∇x̄W (x̄, ·))− µ̄(∇x̄W (x̄, ·)), x− x̄+ (1 + β)(y − ȳ)

〉
≥ −θ

{
|x− x̄|+ W1(µ, µ̄)

}
·
(
|x− x̄|+ (1 + β)|y − ȳ|

)
≥ −θ(α2 + α3)W2(µ, µ̄)2 − θ

{(
1 + α1 +

1

4α2

)
|x− x̄|2 + (1 + β)2

( 1

4α1

+
1

4α3

)
|y − ȳ|2

}
.

Take

α1 =

√
2 + 2β + β2 − 1

2
, α2 =

1

2
√

2 + 2β + β2
, α3 =

(1 + β)2

2
√

2 + 2β + β2
.

We have

1 + α1 +
1

4α2

=
1

2
+
√

2 + 2β + β2,

(1 + β)2
( 1

4α1

+
1

4α3

)
=

1

2
+
√

2 + 2β + β2,

α2 + α3 =
1

2

√
2 + 2β + β2.

Therefore,

I ≥ −θ
2

√
2 + 2β + β2W2(µ, µ̄)2 − θ

(1

2
+
√

2 + 2β + β2
)
|(x, y)− (x̄, ȳ)|2,

i.e. (H6
5 ) holds for B and V in (5.36) where B = Im×m implies that ψB is the Euclidean distance

on R2m, and for θ1, θ2 in (5.37).

6 Donsker-Varadhan large deviations

The LDP (large deviation principle) is a fundamental tool characterizing the asymptotic be-
haviour of probability measures {µε}ε>0 on a topological space E, see [13] and references within.
Recall that µε for small ε > 0 is said to satisfy the LDP with speed λ(ε)→ +∞ (as ε→ 0) and
rate function I : E → [0,+∞], if I has compact level sets (i.e. {I ≤ r} is compact for r ∈ R+),
and for any Borel subset A of E,

− inf
Ao
I ≤ lim inf

ε→0

1

λ(ε)
log µε(A) ≤ lim sup

ε→0

1

λ(ε)
log µε(A) ≤ − inf

Ā
I,
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where Ao and Ā stand for the interior and the closure of A in E respectively.
In this part, we consider the Donsker-Varadhan type long time LDP [12] for µε := LLε−1 ,

where

Lt :=
1

t

∫ t

0

δX(s)ds, t > 0

is the empirical measure for a path-distribution dependent SPDE.
Let (H, 〈·, ·〉, | · |) be a separable Hilbert space. For a fixed constant r0 > 0, a path ξ ∈ C :=

C([−r0, 0];H) stands for a sample of the history with time length r0. Recall that C is a Banach
space with the uniform norm

‖ξ‖∞ := sup
θ∈[−r0,0]

|ξ(θ)|, ξ ∈ C .

For any map ξ(·) : [−r0,∞)→ H and any time t ≥ 0, its segment ξ· : [0,∞)→ C is defined by

ξt(θ) := ξ(t+ θ), θ ∈ [−r0, 0], t ≥ 0.

Let P(C ) denote the space of all probability measures on C equipped with the weak topology,
and let Lη stand for the distribution of a random variable η. Consider the following path-
distribution dependent SPDE on H:

(6.1) dX(t) = {AX(t) + b(Xt,LXt)}dt+ σ(LXt)dW (t), t ≥ 0,

where

• (A,D(A)) is a negative definite self-adjoint operator on H;

• W (t) is the cylindrical Brownian motion on a separable Hilbert space H̃; i.e.

W (t) =
∞∑
i=1

Bi(t)ẽi, t ≥ 0

for an orthonormal basis {ẽi}i≥1 on H̃ and a sequence of independent one-dimensional
Brownian motions {Bi}i≥1 on a complete filtration probability space (Ω,F , {Ft}t≥0,P),
where F0 is rich enough such that for any π ∈ P(C × C ) there exists a C × C -valued
random variable ξ on (Ω,F0,P) such that Lξ = π.

• b : C ×P(C )→ H, σ : P(C )→ L(H̃;H) are measurable.

Let Xν
t denote the mild segment solution with initial distribution ν ∈ P(C ), which is a

continuous adapted process on C . We study the long time LDP for the empirical measure

Lνt :=
1

t

∫ t

0

δXν
s
ds, t > 0.

Definition 6.1. Let P(C ) be equipped with the weak topology, let A ⊂ P(C ), and let
J : P(C )→ [0,∞] have compact level sets, i.e. {J ≤ r} is compact in P(C ) for any r > 0.
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(1) {Lνt }ν∈A is said to satisfy the upper bound uniform LDP with rate function J , denoted
by {Lνt }ν∈A ∈ LDPu(J), if for any closed A ⊂P(C ),

lim sup
t→∞

1

t
sup
ν∈A

logP(Lνt ∈ A) ≤ − inf
A
J.

(2) {Lνt }ν∈A is said to satisfy the lower bound uniform LDP with rate function J , denoted
by {Lνt }ν∈A ∈ LDPl(J), if for any open A ⊂P(C ),

lim inf
t→∞

1

t
inf
ν∈A

logP(Lνt ∈ A) ≥ − inf
A
J.

(3) {Lνt }ν∈A is said to satisfy the uniform LDP with rate function J , denoted by {Lνt }ν∈A ∈
LDP (J), if {Lνt }ν∈A ∈ LDPu(J) and {Lνt }ν∈A ∈ LDPl(J).

We investigate the long time LDP for (6.1) in the following three situations respectively:

1) r0 = 0 and H is finite-dimensional;

2) r0 = 0 and H is infinite-dimensional;

3) r0 > 0 and σ is constant.

When r0 > 0 and σ is non-constant, the Donsker-Varadhan LDP is still unknown.
To state establish the LDP, we recall the Feller property, the strong Feller property and

the irreducibility for a (sub-) Markov operator P . Let Bb(C ) (resp. Cb(C )) be the space of
bounded measurable (resp. continuous) real functions on C . Let P be a sub-Markov operator
on Bb(C ), i.e. it is a positivity-preserving linear operator with P1 ≤ 1. P is called strong
Feller if PBb(C ) ⊂ Cb(C ), is called Feller if PCb(C ) ⊂ Cb(C ), and is called µ-irreducible for
some µ ∈P(C ) if µ(1AP1B) > 0 holds for any A,B ∈ B(C ) with µ(A)µ(B) > 0.

6.1 Distribution dependent SDE on Rd

Let r0 = 0, H = Rd and H̃ = Rm for some d,m ∈ N. In this case, we combine the linear term
Ax with the drift term b(x, µ), so that (6.1) reduces to

(6.2) dX(t) = b(X(t),LX(t))dt+ σ(LX(t))dW (t),

where b : Rd×P2(Rd)→ Rd, σ : P2(Rd)→ Rd⊗Rm and W (t) is the m-dimensional Brownian
motion. We assume

(H1
6 ) b is continuous, σ is bounded and continuous such that

2〈b(x, µ)− b(y, ν), x− y〉+ ‖σ(µ)− σ(ν)‖2
HS ≤ −κ1|x− y|2 + κ2W2(µ, ν)2

holds for some constants κ1 > κ2 ≥ 0 and all x, y ∈ Rd, µ, ν ∈P2(Rd).

30



Under (H1
6 ), for any X(0) ∈ L2(Ω→ Rd,F0,P), the equation (6.2) has a unique solution. We

write P ∗t µ = LX(t) if LX(0) = µ. By [50, Theorem 3.1(2)], P ∗t has a unique invariant probability
measure µ̄ ∈P2(Rd) such that

(6.3) W2(P ∗t ν, µ̄)2 ≤ e−(κ1−κ2)tW2(ν, µ̄)2, t ≥ 0, ν ∈P2(Rd).

Consider the reference SDE

(6.4) dX̄(t) = b(X̄(t), µ̄)dt+ σ(µ̄)dW (t).

It is standard that under (H1
6 ) the equation (6.4) has a unique solution X̄x(t) for any starting

point x ∈ Rd, and µ̄ is the unique invariant probability measure of the associated Markov
semigroup

P̄tf(x) := E[f(X̄x(t))], t ≥ 0, x ∈ Rd, f ∈ Bb(Rd).

Consequently, P̄t uniquely extends to L∞(µ̄). If f ∈ L∞(µ̄) satisfies

P̄tf = f +

∫ t

0

P̄sgds, µ̄-a.e.

for some g ∈ L∞(µ̄) and all t ≥ 0, we write f ∈ D(Ā ) and denote Ā f = g. Obviously, we
have D(Ā ) ⊃ C∞c (Rd) := {f ∈ C∞b (Rd) : ∇f has compact support} and

Ā f(x) =
1

2

d∑
i,j=1

{σσ∗}ij(µ̄)∂i∂jf(x) +
d∑
i=1

bi(x, µ̄)∂if(x), f ∈ C∞c (Rd).

The Donsker-Varadhan level 2 entropy function J for the diffusion process generated by Ā
has compact level sets in P(Rd) under the τ and weak topologies, and by [39, 3.11], we have

J(ν) =

{
sup

{ ∫
Rd
−Ā f
f

dν : 1 ≤ f ∈ D(Ā )
}
, if ν � µ,

∞, otherwise.

Theorem 6.1 ([39]). Assume (H1
6 ). For any r, R > 0, let Br,R =

{
ν ∈P(Rd) : ν(e|·|

r
) ≤ R

}
.

(1) We have {Lνt }ν∈Br,R
∈ LDPu(J) for all r, R > 0. If P̄t is strong Feller and µ̄-irreducible

for some t > 0, then {Lνt }ν∈Br,R
∈ LDP (J) for all r, R > 0.

(2) If there exist constants ε, c1, c2 > 0 such that

(6.5) 〈x, b(x, ν)〉 ≤ c1 − c2|x|2+ε, x ∈ Rd, ν ∈P2(Rd),

then {Lνt }ν∈P2(Rd) ∈ LDPu(J). If moreover P̄t is strong Feller and µ̄-irreducible for some
t > 0, then {Lνt }ν∈P2(Rd) ∈ LDP (J).

To apply this result, we first recall some facts on the strong Feller property and the irre-
ducibility of diffusion semigroups.
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Remark 6.2. (1) Let P̄t be the (sub-)Markov semigroup generated by the second order differ-
ential operator

Ā :=
m∑
i=1

U2
i + U0,

where {Ui}mi=1 are C1-vector fields and U0 is a continuous vector field. According to [31, Theorem
5.1], if {Ui : 1 ≤ i ≤ m} together with their Lie brackets with U0 span Rd at any point (i.e. the
Hörmander condition holds), then the Harnack inequality

Ptf(x) ≤ ψ(t, s, x, y)Pt+sf(y), t, s > 0, x, y ∈ Rd, f ∈ B+(Rd)

for some map ψ : (0,∞)2 × (Rd)2 → (0,∞). Consequently, if moreover P̄t has an invariant
probability measure µ̄, then P̄t is µ̄-irreducible for any t > 0. Finally, if {Ui}0≤i≤m are smooth
with bounded derivatives of all orders, then the above Hörmander condition implies that P̄t has
smooth heat kernel with respect to the Lebesgue measure, in particular it is strong Feller for any
t > 0.

(2) Let P̄t be the Markov semigroup generated by

Ā :=
d∑

i,j=1

āij∂i∂j +
d∑
i=1

b̄i∂j,

where (āij(x)) is strictly positive definite for any x, āij ∈ Hp,1
loc (dx) and b̄i ∈ Lploc(dx) for some

p > d and all 1 ≤ i, j ≤ d. Moreover, let µ̄ be an invariant probability measure of P̄t. Then
by [8, Theorem 4.1], P̄t is strong Feller for all t > 0. Moreover, as indicated in (1) that [31,
Theorem 5.1] ensures the µ̄-irreducibility of P̄t for t > 0.

We present below two examples to illustrate this result, where the first is a distribution
dependent perturbation of the Ornstein-Ulenbeck process, and the second is the distribution
dependent stochastic Hamiltonian system.

Example 6.1. Let σ(ν) = I + εσ0(ν) and b(x, ν) = −1
2
(σσ∗)(ν)x, where I is the identity

matrix, ε > 0 and σ0 is a bounded Lipschitz continuous map from P2(Rd) to Rd ⊗ Rd. When
ε > 0 is small enough, assumption (H1) holds and that P̄t satisfies conditions in Remark 6.2(2).
So, Theorem 6.1(1) implies {Lνt }ν∈Br,R

∈ LDP (J) for all r, R > 0.
If we take b(x, ν) = −x−c|x|θx for some constants c, θ > 0, then when ε > 0 is small enough

such that (H1) and (6.5) are satisfied, Theorem 6.1(2) and Remark 6.2(2) imply {Lνt }ν∈P2(Rd) ∈
LDP (J).

Example 6.2. Let d = 2m and consider the following distribution dependent SDE for X(t) =
(X(1)(t), X(2)(t)) on Rm × Rm :{

dX(1)(t) = {X(2)(t)− λX(1)(t)}dt
dX(2)(t) = {Z(X(t),LX(t))− λX(2)(t)}dt+ σdW (t),

,
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were λ > 0 is a constant, σ is an invertible m×m-matrix, W (t) is the m-dimensional Brownian
motion, and Z : R2m ×P2(R2m)→ Rm satisfies

|Z(x1, ν1)− Z(x2, ν2)| ≤ α1|x(1)
1 − x

(1)
2 |+ α2|x(2)

1 − x
(2)
2 |+ α3W2(ν1, ν2)

for some constants α1, α2, α3 ≥ 0 and all xi = (x
(1)
i , x

(2)
i ) ∈ R2m, νi ∈P2(R2m), 1 ≤ i ≤ 2. If

(6.6) 4λ > inf
s>0

{
2α3s+ α3s

−1 + 2α2 +
√

4(1 + α1)2 + (2α2 + α3s−1)2
}
,

then {Lνt }ν∈Br,R
∈ LDP (J) for all r, R > 0.

Indeed, b(x, ν) := (x(2) − λx(1), Z(x, ν)− λx(2)) satisfies

2〈b(x1, ν1)− b(x2, ν2), x1 − x2〉
≤ −2λ|x(1)

1 − x
(1)
2 |2 − 2(λ− α2)|x(2)

1 − x
(2)
2 |2

+ 2|x(2)
1 − x

(2)
2 |
{

(1 + α1)|x(1)
1 − x

(1)
2 |+ α3W2(ν1, ν2)

}
≤ α3sW2(ν1, ν2)2 − {2λ− δ(1 + α1)}|x(1)

1 − x
(1)
2 |2

− {2λ− 2α2 − δ−1(1 + α1)− α3s
−1}|x(2)

1 − x
(2)
2 |2, s, δ > 0

for all x1, x2 ∈ R2m and ν1, ν2 ∈P2(R2m). Taking

δ =
2α2 + α3s

−1 +
√

4(1 + α1)2 + (2α2 + α3r−1)2

2(1 + α1)

such that δ(1 + α1) = 2α2 + δ−1(1 + α1) + α3s
−1, we see that (H1

6 ) holds for some κ1 > κ2

provided 2λ − δ(1 + α1) > α3s for some s > 0, i.e. (6.6) implies (H1
6 ). Moreover, it is easy

to see that conditions in Remark 6.2(1) hold, see also [16, 51] for Harnack inequalities and
gradeint estimates on stochastic Hamiltonian systems which also imply the strong Feller and
µ̄-irreducibility of P̄t. Therefore, the claimed assertion follows from Theorem 6.1(1).

6.2 Distribution dependent SPDE

Consider the following distribution-dependent SPDE on a separable Hilbert space H:

(6.7) dX(t) = {AX(t) + b(X(t),LX(t))}dt+ σ(LX(t))dW (t),

where (A,D(A)) is a linear operator on H, b : H ×P2(H) → H and σ : P2(H) → L(H̃;H)
are measurable, and W (t) is the cylindrical Brwonian motion on H̃. We make the following
assumption.

(H2
6 ) (−A,D(A)) is self-adjoint with discrete spectrum 0 < λ1 ≤ λ2 ≤ · · · counting multiplici-

ties such that
∑∞

i=1 λ
γ−1
i <∞ holds for some constant γ ∈ (0, 1).

Moreover, b is Lipschitz continuous on H×P2(H), σ is bounded and there exist constants
α1, α2 ≥ 0 with λ1 > α1 + α2 such that

2〈x− y, b(x, µ)− b(y, ν)〉+ ‖σ(µ)− σ(ν)‖2
HS ≤ 2α1|x− y|2 + 2α2W2(µ, ν)2

holds for all x, y ∈ H and µ, ν ∈P2(H).
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According to Theorem [39, Theorem 3.1], assumption (H2
6 ) implies that for any X(0) ∈ L2(Ω→

H,F0,P), the equation (6.7) has a unique mild solution X(t). As before we denote by Xν(t)
the solution with initial distribution ν ∈ P2(H), and write P ∗t ν = LXν(t). Moreover, by Itô’s
formula and κ := λ1− (α1 +α2) > 0, it is easy to see that P ∗t has a unique invariant probability
measure µ̄ ∈P2(H) and

(6.8) W2(P ∗t ν, µ̄) ≤ e−κtW2(ν, µ̄), t ≥ 0.

Consider the reference SPDE

dX̄(t) = {AX̄(t) + b(X̄(t), µ̄)}dt+ σ(µ̄)dW (t),

which is again well-posed for any initial value X̄(0) ∈ L2(Ω→ H,F0,P). Let J be the Donsker-
Varadhan level 2 entropy function for the Markov process X̄(t), see [39, Section 3]. For any
r, R > 0 let

Br,R :=
{
ν ∈P(H) : ν(e|·|

r

) ≤ R
}
.

Theorem 6.3 ([39]). Assume (H2
6 ). If there exist constants ε ∈ (0, 1) and c > 0 such that

(6.9) 〈(−A)γ−1x, b(x, µ)〉 ≤ c+ ε|(−A)
γ
2 x|2, x ∈ D((−A)

γ
2 ),

then {Lνt }ν∈Br,R
∈ LDPu(J) for all r, R > 0. If moreover P̄t is strong Feller and µ̄-irreducible

for some t > 0, then {Lνt }ν∈Br,R
∈ LDP (J) for all r, R > 0.

Assumption (H2
6 ) is standard to imply the well-posedness of (6.7) and the exponential

convergence of P ∗t in W2. Condition (6.9) is implied by

(6.10) |(−A)
γ
2
−1b(x, µ)| ≤ ε′|(−A)

γ
2 x|+ c′, x ∈ D((−A)

γ
2 )

for some constants ε′ ∈ (0, 1) and c′ > 0. In particular, (6.9) holds if |b(x, µ)| ≤ c1 + c2|x| for
some constants c1 > 0 and c2 ∈ (0, λ1).

6.3 Path-distribution dependent SPDE with additive noise

Let H̃ = H and σ ∈ L(H). Then (6.1) becomes

(6.11) dX(t) =
{
AX(t) + b(Xt,LXt)

}
dt+ σdW (t).

Below we consider this equation with σ being invertible and non-invertible respectively.

6.3.1 Invertible σ

Since σ is constant, we are able to establish LDP for b(ξ, ·) being Lipshcitz continuous in Wp

for some p ≥ 1 rather than just for p = 2 as in the last two results.

(H3
6 ) σ ∈ L(H) is constant and (A,D(A)) satisfies the corresponding condition in (H2). More-

over, there exist constants p ≥ 1 and α1, α2 ≥ 0 such that

|b(ξ, µ)− b(η, ν)| ≤ α1‖ξ − η‖∞ + α2Wp(µ, ν), ξ, η ∈ C , µ, ν ∈Pp(C ).
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Obviously, (H3
6 ) implies assumption (A) in [39, Theorem 3.1], so that for any Xν

0 ∈ Lp(Ω→
C ,F0,P) with ν = LXν

0
, the equation (6.11) has a unique mild segment solution Xν

t with

E
[

sup
t∈[0,T ]

‖Xν
t ‖p∞

]
<∞, T > 0.

Let P ∗t ν = LXν
t

for t ≥ 0 and ν ∈Pp(C ).
When P ∗t has a unique invariant probability measure µ̄ ∈Pp(C ), we consider the reference

functional SPDE

(6.12) dX̄(t) =
{
AX̄(t) + b(X̄t, µ̄)

}
dt+ σdW (t).

By [39, Theorem 3.1], this reference equation is well-posed for any initial value in Lp(Ω →
C ,F0,P). For any ε, R > 0, let

Iε,R =
{
ν ∈P(C ) : ν(eε‖·‖

2
∞) ≤ R

}
.

Theorem 6.4 ([39]). Assume (H3
6 ). Let θ ∈ [0, λ1] such that

κp := θ − (α1 + α2)epθr0 = sup
r∈[0,λ1]

{
r − (α1 + α2)eprr0

}
.

(1) For any ν1, ν2 ∈Pp(C ),

(6.13) Wp(P
∗
t ν1, P

∗
t ν2)p ≤ epθr0−pκptWp(ν1, ν2)p, t ≥ 0.

In particular, if κp > 0, then P ∗t has a unique invariant probability measure µ̄ ∈ Pp(C )
such that

(6.14) Wp(P
∗
t ν, µ̄)p ≤ epθr0−pκptWp(ν, µ̄)p, t ≥ 0, ν ∈Pp(C ).

(2) Let σ be invertible. If κp > 0 and sups∈(0,λ1](s− α1esr0) > 0, then {Lνt }ν∈Iε,R ∈ LDP (J)
for any ε, R > 0, where J is the Donsker-Varadhan level 2 entropy function for the Markov
process X̄t on C .

Example 6.3. For a bounded domain D ⊂ Rd, let H = L2(D; dx) and A = −(−∆)α, where
∆ is the Dirichlet Laplacian on D and α > d

2
is a constant. Let σ = I be the identity operator

on H, and

b(ξ, µ) = b0(µ) + α1

∫ 0

−r0
ξ(r)Θ(dr), (ξ, µ) ∈ C ×P1(C ),

where α1 ≥ 0 is a constant, Θ is a signed measure on [−r0, 0] with total variation 1 (i.e.
|Θ|([−r0, 0]) = 1), and b0 satisfies

|b0(µ)− b0(ν)| ≤ α2W1(µ, ν), µ, ν ∈P1(C )
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for some constant α2 ≥ 0. Then (H3
6 ) holds for p = 1, and as shown in he proof of Example

1.1 in [3] that

λ1 ≥ λ :=
(dπ2)α

R(D)2α
,

where R(D) is the diameter of D. Therefore, all assertions in Theorem 6.4 hold provided

sup
r∈(0,λ]

{r − (α1 + α2)err0} > 0.

In particular, under this condition {Lνt }ν∈Iε,R ∈ LDP (J) for any ε, R > 1.

6.3.2 Non-invertible σ

Let H = H1 × H2 for two separable Hilbert spaces H1 and H2, and consider the following
path-distribution dependent SPDE for X(t) = (X(1)(t), X(2)(t)) on H:

(6.15)

{
dX(1)(t) = {A1X

(1)(t) +BX(2)(t)}dt,
dX(2)(t) = {A2X

(2)(t) + Z(Xt,LXt)}dt+ σdW (t),

where (Ai,D(Ai)) is a densely defined closed linear operator on Hi generating a C0-semigroup
etAi (i = 1, 2), B ∈ L(H2;H1), Z : C 7→ H2 is measurable, σ ∈ L(H2), and W (t) is the
cylindrical Wiener process on H2. Obviously, (6.15) can be reduced to (6.11) by taking A =
diag{A1, A2} and using diag{0, σ} replacing σ, i.e. (6.15) is a special case of (6.11) with non-
invertible σ.

For any α > 0 and p ≥ 1, define

Wp,α(ν1, ν2) := inf
π∈C (ν1,ν2)

(∫
C×C

(
α‖ξ(1)

1 − ξ
(1)
2 ‖∞ + ‖ξ(2)

1 − ξ
(2)
2 ‖∞

)p
π(dξ1, dξ2)

) 1
p

.

We assume

(H4
6 ) Let p ≥ 1 and α > 0. (−A2,D(A2)) is self-adjoint with discrete spectrum 0 < λ1 ≤

λ2 ≤ · · · counting multiplicities such that
∑∞

i=1 λ
γ−1
i <∞ for some γ ∈ (0, 1). Moreover,

A1 ≤ δ−λ1 for some constant δ ≥ 0; i.e., 〈A1x, x〉 ≤ (δ−λ1)|x|2 holds for all x ∈ D(A1).

Next, there exist constants K1, K2 > 0 such that

|Z(ξ1, ν1)− Z(ξ2, ν2)|
≤ K1‖ξ(1)

1 − ξ
(1)
2 ‖∞ +K2‖ξ(2)

1 − ξ
(2)
2 ‖∞ +K3Wp,α(ν1, ν2), (ξi, νi) ∈ C ×Pp(C ).

Finally, σ is invertible on H2, and there exists A0 ∈ L(H1;H1) such that for any t > 0,
BetA2 = etA1etA0B holds and

Qt :=

∫ t

0

esA0BB∗esA
∗
0ds

is invertible on H1.
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By [39, Theorem 3.2] for H0 = H2 and diag{0, σ} replacing σ, (H4
6 ) implies that for any

X0 ∈ Lp(Ω → C ,F0,P) equation (6.15) has a unique mild segment solution. Let P ∗t ν = LXt

for LX0 = ν ∈Pp(C ).

Theorem 6.5 ([39]). Assume (H4
6 ) for some constants p ≥ 1 and α > 0 satisfying

(6.16) α ≤ α′ :=
1

2‖B‖
{
δ −K2 +

√
(δ −K2)2 + 4K1‖B‖

}
,

where ‖ · ‖ is the operator norm. If

(6.17) inf
s∈(0,λ1]

se−sr0 > K2 + α′‖B‖+K3,

then P ∗t has a unique invariant probability measure µ̄ such that

(6.18) Wp(P
∗
t ν, µ̄)2 ≤ c1e−c2tWp(ν, µ̄), ν ∈Pp(C ), t ≥ 0

holds for some constants c1, c2 > 0, and {Lνt }ν∈Iε,R ∈ LDP (J) for any ε, R > 1, where J is the
Donsker-Varadhan level 2 entropy function for the associated reference equation for X̄(t).

Example 6.4. Consider the following equation for X(t) = (X(1)(t), X(2)(t)) on H = H0×H0

for a separable Hilbert space H0:{
dX(1)(t) = {α1X

(2)(t)− λ1X
(1)(t)}dt

dX(2)(t) = {Z(Xt,LXt)− AX(2)(t)}dt+ dW (t),

where α1 ∈ R\{0}, W (t) is the cylindrical Brownian motion on H0, A is a self-adjoint operator
on H0 with discrete spectrum such that all eigenvalues 0 < λ1 ≤ λ2 ≤ · · · counting multiplicities
satisfy

∞∑
i=1

λγ−1
i <∞

for some γ ∈ (0, 1), and Z satisfies

|Z(ξ1, ν1)− Z(ξ2, ν2)| ≤ α2‖ξ1 − ξ2‖∞ + α3W2(ν1, ν2), (ξi, νi) ∈ C ×P2(C ), i = 1, 2.

Let

α =
1

2α1

(√
α2

2 + 4α1α2 − α2

)
.

Then P ∗t has a unique invariant probability measure µ̄ ∈ P2(C ), and {Lνt }ν∈IR,q ∈ LDP (J)
for any R, q > 1 if

(6.19) inf
s∈[0,λ1]

se−sr0 > α2 + α1α +
α3

1 ∧ α
.

Indeed, it is easy to see that assumption (H4
6 ) holds for p = 2, δ = 0, ‖B‖ = α1, K1 = K2 = α2

and K3 = α3

1∧α . So, we have α = α′ and (6.19) is equivalent to (6.17). Then the desired assertion
follows from Theorem 6.5.
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7 Comparison theorem

The order preservation of stochastic processes is a crucial property for one to compare a com-
plicated process with simpler ones, and a result to ensure this property is called “comparison
theorem” in the literature. There are two different type order preservations, one is in the distri-
bution (weak) sense and the other is in the pathwise (strong) sense, where the latter implies the
former. The weak order preservation has been investigated for diffusion-jump Markov processes
in [10, 53] and references within, as well as a class of super processes in [52]. There are also
plentiful results on the strong order preservation, see, for instance, [4, 14, 26, 32, 34, 55] and
references within for comparison theorems on forward/backward SDEs (stochastic differential
equations), with jumps and/or with memory. Recently, sufficient and necessary conditions have
been derived in [20] for the order preservation of SDEs with memory.

On the other hand, path-distribution dependent SDEs have been investigated in [19, 25],
see also [50] and references within for distribution-dependent SDEs without memory. In this
section, sufficient and necessary conditions of the order preservations for path-distribution
dependent SDEs are presented.

Let r0 ≥ 0 be a constant and d ≥ 1 be a natural number. The path space C = C([−r0, 0];Rd)
is Polish under the uniform norm ‖ · ‖∞. For any continuous map f : [−r0,∞)→ Rd and t ≥ 0,
let ft ∈ C be such that ft(θ) = f(θ + t) for θ ∈ [−r0, 0]. We call (ft)t≥0 the segment of
(f(t))t≥−r0 . Next, let P(C) be the set of probability measures on C equipped with the weak
topology. Finally, let W (t) be an m-dimensional Brownian motion on a complete filtration
probability space (Ω, {Ft}t≥0,P).

We consider the following Distribution-dependent SDEs with memory:

(7.1)

{
dX(t) = b(t,Xt,LXt) dt+ σ(t,Xt,LXt) dW (t),

dX̄(t) = b̄(t, X̄t,LX̄t) dt+ σ̄(t, X̄t,LX̄t) dW (t),

where
b, b̄ : [0,∞)× C ×P(C)→ Rd; σ, σ̄ : [0,∞)× C ×P(C)→ Rd ⊗ Rm

are measurable.
For any s ≥ 0 and Fs-measurable C-valued random variables ξ, ξ̄, a solution to (7.1) for

t ≥ s with (Xs, X̄s) = (ξ, ξ̄) is a continuous adapted process (X(t), X̄(t))t≥s such that for all
t ≥ s,

X(t) = ξ(0) +

∫ t

s

b(r,Xr,LXr)dr +

∫ t

s

σ(r,Xr,LXr)dW (r),

X̄(t) = ξ̄(0) +

∫ t

s

b̄(r, X̄r,LX̄r)dr +

∫ t

s

σ̄(r, X̄r,LX̄r)dW (r),

where (Xt, X̄t)t≥s is the segment process of (X(t), X̄(t))t≥s−r0 with (Xs, X̄s) = (ξ, ξ̄).
Following the line of [19], we consider the class of probability measures of finite second

moment:

P2(C) =

{
ν ∈P(C) : ν(‖ · ‖2

∞) :=

∫
C

‖ξ‖2
∞ν(dξ) <∞

}
.
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It is a Polish space under the Wasserstein distance

W2(µ1, µ2) := inf
π∈C (µ1,µ2)

(∫
C×C
‖ξ − η‖2

∞π(dξ, dη)

) 1
2

, µ1, µ2 ∈P2(C),

where C (µ1, µ2) is the set of all couplings for µ1 and µ2.
To investigate the order preservation, we make the following assumptions.

(H1
7 ) (Continuity) There exists an increasing function α : R+ → R+ such that for any t ≥

0; ξ, η ∈ C;µ, ν ∈P2(C),

|b(t, ξ, µ)− b(t, η, ν)|2 + |b̄(t, ξ, µ)− b̄(t, η, ν)|2 + ‖σ(t, ξ, µ)− σ(t, η, ν)‖2
HS

+ ‖σ̄(t, ξ, µ)− σ̄(t, η, ν)‖2
HS ≤ α(t)

(
‖ξ − η‖2

∞ + W2(µ, ν)2
)
.

(H1
7 ) (Growth) There exists an increasing function K : R+ → R+ such that

|b(t, 0, δ0)|2 + |b̄(t, 0, δ0)|2 + ‖σ(t, 0, δ0)‖2
HS + ‖σ̄(t, 0, δ0)‖2

HS ≤ K(t), t ≥ 0,

where δ0 is the Dirac measure at point 0 ∈ C.

It is easy to see that these two conditions imply assumptions (H1)-(H3) in [19], so that by
[19, Theorem 3.1], for any s ≥ 0 and Fs-measurable C-valued random variables ξ, ξ̄ with finite
second moment, the equation (7.1) has a unique solution {X(s, ξ; t), X̄(s, ξ̄; t)}t≥s with Xs = ξ
and X̄s = ξ̄. Moreover, the segment process {X(s, ξ)t, X̄(s, ξ̄)t}t≥s satisfies

(7.2) E sup
t∈[s,T ]

(
‖X(s, ξ)t‖2

∞ + ‖X̄(s, ξ̄)t‖2
∞
)
<∞, T ∈ [s,∞).

To characterize the order-preservation for solutions of (7.1), we introduce the partial-order
on C. For x = (x1, · · · , xd) and y = (y1, · · · , yd) ∈ Rd, we write x ≤ y if xi ≤ yi holds for
all 1 ≤ i ≤ d. Similarly, for ξ = (ξ1, · · · , ξd) and η = (η1, · · · , ηd) ∈ C, we write ξ ≤ η if
ξi(θ) ≤ ηi(θ) holds for all θ ∈ [−r0, 0] and 1 ≤ i ≤ d. A function f on C is called increasing if
f(ξ) ≤ f(η) for ξ ≤ η. Moreover, for any ξ1, ξ2 ∈ C, ξ1 ∧ ξ2 ∈ C is defined by

(ξ1 ∧ ξ2)i := min{ξi1, ξi2}, 1 ≤ i ≤ d.

For two probability measures µ, ν ∈ P(C), we write µ ≤ ν if µ(f) ≤ ν(f) holds for any
increasing function f ∈ Cb(C). According to [29, Theorem 5], µ ≤ ν if and only if there exists
π ∈ C (µ, ν) such that π({(ξ, η) ∈ C2 : ξ ≤ η}) = 1.

Definition 7.1. The stochastic differential system (7.1) is called order-preserving, if for any
s ≥ 0 and ξ, ξ̄ ∈ L2(Ω→ C,Fs,P) with P(ξ ≤ ξ̄) = 1,

P
(
X(s, ξ; t) ≤ X̄(s, ξ̄; t), t ≥ s

)
= 1.

We first present the following sufficient conditions for the order preservation, which reduce
back to the corresponding ones in [20] when the system is distribution-independent.
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Theorem 7.1. Assume (H1
7 ) and (H2

7 ). The system (7.1) is order-preserving provided the
following two conditions are satisfied:

(1) For any 1 ≤ i ≤ d, µ, ν ∈P2(C) with µ ≤ ν, ξ, η ∈ C with ξ ≤ η and ξi(0) = ηi(0),

bi(t, ξ, µ) ≤ b̄i(t, η, ν), a.e. t ≥ 0.

(2) For a.e. t ≥ 0 it holds: σ(t, ·, ·) = σ̄(t, ·, ·) and σij(t, ξ, µ) = σij(t, η, ν) for any 1 ≤ i ≤ d,
1 ≤ j ≤ m, µ, ν ∈P2(C) and ξ, η ∈ C with ξi(0) = ηi(0).

Condition (2) means that for a.e. t ≥ 0, σ(t, ξ, µ) = σ̄(t, ξ, µ) and the dependence of
σij(t, ξ, µ) on (ξ, µ) is only via ξi(0).

On the other hand, the next result shows that these conditions are also necessary if all
coefficients are continuous on [0,∞)×C×P2(C), so that [20, Theorem 1.2] is covered when
the system is distribution-independent.

Theorem 7.2. Assume (H1
7 ), (H2

7 ) and that (7.1) is order-preserving for any complete filtered
probability space (Ω, {Ft}t≥0,P) and m-dimensional Brownian motion W (t) thereon. Then for
any 1 ≤ i ≤ d, µ, ν ∈ P2(C) with µ ≤ ν, and ξ, η ∈ C with ξ ≤ η and ξi(0) = ηi(0), the
following assertions hold:

(1′) bi(t, ξ, µ) ≤ b̄i(t, η, ν) if bi and b̄i are continuous at points (t, ξ, µ) and (t, η, ν) respectively.

(2′) For any 1 ≤ j ≤ m, σij(t, ξ, µ) = σ̄ij(t, η, ν) if σij and σ̄ij are continuous at points (t, ξ, µ)
and (t, η, ν) respectively.

Consequently, when b, b̄, σ and σ̄ are continuous on [0,∞) × C ×P2(C), conditions (1) and
(2) hold.
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