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Abstract

In this paper, existence and uniqueness are proved for path-dependent McKean-
Vlasov type SDEs with integrability conditions. Gradient estimates and the Har-
nack type inequalities are derived in the case that the drifts are Dini continuous in
the space variable. These generalize the corresponding results derived for classical
functional SDEs with singular coefficients.
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1 Introduction

The distribution dependent SDEs can be used to characterize nonlinear Fokker-Planck
equations, see [3, 4, 14, 17] and references within for McKean-Vlasov type SDEs, and
[2, 5, 6] and references therein for Landau type equations. One can also refer to [8] for
the path-distribution dependent SDEs with regular conditions.

Recently, [10] studied the existence and uniqueness of distribution dependent SDEs
with singular coefficients. The Harnack inequalities, shift Harnack inequalities and gradi-
ent estimates are also investigated in [10]. [16] also obtains the existence and uniqueness,
estimate of heat kernel for singular distribution dependent SDEs. For more results on
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distribution independent SDEs with singular coefficients, one can see [7, 13, 25, 21] and
references therein, where Zvonkin’s transform in [26] plays an important role.

The purpose of this paper is to extend results in [10] to path-distribution dependent
SDEs with singular drift. Firstly, due to the distribution dependence, Girsanov’s trans-
form, which is a useful tool to prove the existence of weak solution for the classical SDEs
is unavailable, especially in the case with distribution dependent diffusion coefficients.
Thus, compared to the classical SDEs with singular drift, we will pay more attention to
the proof of existence of weak solution. More precisely, we will apply an approximation
technique similar to that in [10, 16] to obtain existence of weak solution. However, the
path-distribution dependent drift will generate new difficulty, see the proof of Theorem
2.1(1) below. Next, by Lemma 3.3, the weak existence together with the strong uniqueness
of the de-coupled SDEs implies the strong existence for SDE (1.1). To prove the strong
uniqueness, we will use the technique in [10, Section 4.2], i.e. we first identify the distri-
butions of two given solutions from the same initial value, so that these solutions solve
the common reduced classical SDE, and thus, the strong uniqueness follows from existing
argument developed for the classical SDEs. The essential difficulty lies in identifying the
distributions of two solutions of (1.1). Finally, gradient estimates and the Harnack type
inequalities can be proved by Zvonkin’s transform combined with the existing result in
[8].

Let d ≥ 1 and fix a constant r > 0. Define C([−r, 0];Rd)(C([−r,∞);Rd)) as the set of
Rd-valued continuous functions on [−r, 0]([−r,∞)). Let C = C([−r, 0];Rd) be equipped
with the uniform norm ‖ξ‖C =: sups∈[−r,0] |ξ(s)|, ξ ∈ C . For any f ∈ C([−r,∞);Rd),
t ≥ 0, define ft ∈ C as ft(s) = f(t+ s), s ∈ [−r, 0], which is called the segment process.

Let B(C ) be the Borelian σ-field on C and P be the set of all probability measures
on (C ,B(C )) equipped with the weak topology. Consider the following path-distribution
dependent SDE on Rd:

(1.1) dX(t) = B(t,Xt,LXt)dt+ b(t,X(t),LXt)dt+ σ(t,X(t),LXt)dW (t),

where W (t) is a d-dimensional Brownian motion on a complete filtration probability space
(Ω, {Ft}t≥0,P), LXt is the law of Xt, and

b : R+ × Rd ×P → Rd, B : R+ × C ×P → Rd, σ : R+ × Rd ×P → Rd ⊗ Rd

are measurable.
Throughout the paper, we use ‖ · ‖∞ to denote the uniform norm, and Lξ|P̃ to denote

the law of a random variable ξ under the probability P̃. Let B+
b (C )(Bb(C ))denote the

set of all bounded and non-negative(bounded) measurable functions on C . We will use
the letter C or c to denote a positive constant, and C(α) or c(α) stands for a constant
depending on α. The values of the constants may change from one appearance to another.

The remainder of the paper is organized as follows. In Section 2, we summarize the
main results of the paper. To prove these results, some preparations are addressed in
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Section 3, including a new Krylov’s estimate, one lemma on convergence of stochastic
processes, and a result on the relationship between existence of strong solutions and
weak ones for path-distribution dependent SDEs. Finally, the main results are proved in
Sections 4 and 5.

2 Main Results

Let θ ∈ [1,∞). We will consider the SDE (1.1) with initial distributions in the class

Pθ :=
{
µ ∈P : µ(‖ · ‖θC ) <∞

}
.

According to [18, Theorem 6.18], Pθ is a Polish space under the Wasserstein distance

Wθ(µ, ν) := inf
π∈C(µ,ν)

(∫
C×C

‖ξ − η‖θCπ(dξ, dη)

) 1
θ

, µ, ν ∈Pθ,

where C(µ, ν) is the set of all couplings of µ and ν. Moreover, the topology induced by
Wθ coincides with the weak topology on Pθ, see [18, Definition 6.8, Theorem 6.9] for
more details, where we can find that the weak convergence in Pθ is equivalent to that in
P together with uniform integrability.

In the following three subsections, we state our main results on the existence, unique-
ness and Harnack type inequalities respectively for the path-distribution dependent SDE
(1.1).

2.1 Existence and Uniqueness

Fix a constant T > 0, and we will only consider solutions of (1.1) up to time T . For a
measurable function f defined on [0, T ]× Rd, let

‖f‖Lqp(s,t) =

(∫ t

s

(∫
Rd
|f(v, x)|pdx

) q
p

dv

) 1
q

, p, q ≥ 1, 0 ≤ s ≤ t ≤ T.

When s = 0, we simply denote ‖f‖Lqp(0,t) = ‖f‖Lqp(t). A key step in the study of SDEs with
integrable drift is to establish the Krylov type estimate (see for instance [10, 13, 25]). For
later use we introduce the following class of number pairs (p, q):

K :=
{

(p, q) ∈ (1,∞)× (1,∞) :
d

p
+

2

q
< 2
}
.

To construct a weak solution of (1.1) by using approximation argument as in [7, 10, 14, 16],
we need the following conditions.
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(Hθ) The following assumptions hold for some θ ≥ 1.

(1) For any t ∈ [0, T ], x ∈ Rd, ξ ∈ C , b(t, x, ·), B(t, ξ, ·) and σ(t, x, ·) are continuous in
P. There exists a constant L > 0 such that

(2.1) ‖σ(t, x, µ)− σ(t, x, ν)‖+ |b(t, x, µ)− b(t, x, ν)| ≤ LWθ(µ, ν),

and

(2.2) |B(t, ξ, µ)−B(t, ξ, ν)| ≤ LWθ(µ, ν)

hold for all µ, ν ∈Pθ and (t, x) ∈ [0, T ]× Rd, ξ ∈ C .

(2) σ(t, x, µ) is uniformly continuous in x ∈ Rd uniformly with respect to (t, µ) ∈
[0, T ]×P. There exist K > 1, (p, q) ∈ K and nonnegative F ∈ Lqp(T ) such that

|b(t, x, µ)|2 ≤ F (t, x) +K, K−1I ≤ (σσ∗)(t, x, µ) ≤ KI

for all (t, x, µ) ∈ [0, T ]× Rd ×P.

(3) B is bounded. Moreover, there exists a constant L0 > 0 such that

(2.3) |B(t, ξ, µ)−B(t, ξ̄, µ)| ≤ L0‖ξ − ξ̄‖C , t ∈ [0, T ], ξ, ξ̄ ∈ C , µ ∈Pθ.

Recall that a continuous function f on Rd is called weakly differentiable, if there exists
(hence unique) h ∈ L1

loc(Rd) such that∫
Rd

(f∆g)(x)dx = −
∫
Rd
〈h,∇g〉(x)dx, g ∈ C∞0 (Rd).

In this case, we write h = ∇f and call it the weak gradient of f .
The main result in this part is the following theorem.

Theorem 2.1. Assume (Hθ) for some constant θ ≥ 1. Then the following assertions
hold.

(1) For any µ0 ∈ Pθ, the SDE (1.1) has a weak solution (X̃, W̃ ) on some complete
filtration probability space {Ω̃, {F̃t}t∈[0,T ], P̃} with initial distribution µ0 satisfying

LX̃·
|P̃ ∈ C([0, T ]; Pθ).

(2) Let X0 be an F0-measurable C -valued random variable with LX0 ∈ Pθ. If in
addition, for any µ(·) ∈ C([0, T ]; Pθ) and (t, x) ∈ [0, T ] × Rd, bµ(t, x) := b(t, x, µt)
and σµ(t, x) := σ(t, x, µt) satisfy |bµ|2 + ‖∇σµ‖2 ∈ Lqp(T ) for some (p, q) ∈ K ,
where ∇ is the weak gradient in the space variable x ∈ Rd, then the SDE (1.1) has
a unique strong solution with initial value X0 satisfying LX· ∈ C([0, T ]; Pθ).

When B, b and σ do not depend on the distribution, Theorem 2.1 reduces back to the
corresponding results derived for classical functional SDEs with singular coefficients and
bounded B, see for instance [1] and references within.
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2.2 Harnack Inequality

In this subsection, we investigate the dimension-free Harnack inequality introduced in [15]
for SDE (1.1), see [20] and references within for general results on these type Harnack
inequalities and applications. We establish Harnack inequalities using coupling by change
of measures (see for instance [20, §1.1]).

To characterize the singularity of b(t, x, µ) with respect to x, we introduce

D =

{
φ : [0,∞)→ [0,∞) is increasing, φ2 is concave,

∫ 1

0

φ(s)

s
ds <∞

}
.

Remark 2.2. The condition
∫ 1

0
φ(s)
s

ds < ∞ is known as the Dini condition. Obviously,
D contains φ(s) = sα for any α ∈ (0, 1

2
). Moreover, it also contains φ(s) := 1

log1+δ(c+s−1)

for constants δ > 0 and large enough c > 0 such that φ2 is concave.

Let ‖ · ‖HS denote the usual Hilbert-Schmidt norm of a matrix. We will need the
following assumption.

(H) For any t ∈ [0, T ], x ∈ Rd, ξ ∈ C , b(t, x, ·), B(t, ξ, ·) and σ(t, x, ·) are continuous in
P. ‖b‖∞ + ‖B‖∞ <∞ and there exist a constant K > 1 and φ ∈ D such that

K−1I ≤ (σσ∗)(t, x, µ) ≤ KI, t ∈ [0, T ], x ∈ Rd, µ ∈P,

and for any t ∈ [0, T ], x, y ∈ Rd, and µ, ν ∈P2, ξ, ξ̄ ∈ C ,

‖σ(t, x, µ)− σ(t, y, ν)‖2
HS ≤ K(|x− y|2 + W2(µ, ν)2),

|b(t, x, µ)− b(t, y, ν)| ≤ φ(|x− y|) +KW2(µ, ν),

|B(t, ξ, µ)−B(t, ξ̄, ν)| ≤ K(‖ξ − ξ̄‖C + W2(µ, ν)).

According to Lemma 5.1 below, (1.1) is well-posed under (H). Let Xt(µ0) solve (1.1) with
LX0 = µ0, and P ∗t µ0 be the distribution of Xt(µ0). Define

(Ptf)(µ0) =

∫
C

fd(P ∗t µ0) = Ef(Xt(µ0)), f ∈ Bb(C ), t ∈ [0, T ], µ0 ∈P2.

Theorem 2.3. Assume (H) and that σ(t, x, µ) does not depend on µ. Then the following
assertions hold.
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(1) There exists a constant C > 0 such that

(Pt log f)(ν0) ≤ log(Ptf)(µ0) +
C

(t− r) ∧ 1
W2(µ0, ν0)2

for any t ∈ (r, T ], µ0, ν0 ∈ P2, f ∈ B+
b (C ) with f ≥ 1. Consequently, for any

different µ0, ν0 ∈P2, t ∈ (r, T ], and any f ∈ Bb(C ), it holds

|(Ptf)(µ0)− (Ptf)(ν0)|2

W2(µ0, ν0)2
≤ 2C

(t− r) ∧ 1
sup

ν∈B(µ0,W2(µ0,ν0))

{
(Ptf

2)(ν)− (Ptf)2(ν)
}
,

where B(µ0,W2(µ0, ν0)) := {ν ∈P2,W2(µ0, ν) <W2(µ0, ν0)}.

(2) There exist constants p0 > 1, such that for any p > p0, t ∈ (r, T ], f ∈ B+
b (C ) and

µ0, ν0 ∈P2,

(2.4) (Ptf)p(ν0) ≤ (Ptf
p)(µ0)

(
EeH2(p,t)

(
1+
|X(0−Y (0)|2

t−r +‖X0−Y0‖2C
))p

holds for H2 : (p0,∞)× (r, T ]→ (0,∞) and F0-measurable C -valued random vari-
ables X0, Y0 satisfying LX0 = µ0, LY0 = ν0 .

The proof of Theorem 2.3 is given in Section 5.1.

2.3 Shift Harnack Inequality

In this section, we establish the shift Harnack inequality introduced in [19] for Pt. To this
end, we assume that σ(t, x, µ) does not depend on x. So SDE (1.1) becomes

(2.5) dX(t) = B(t,Xt,LXt)dt+ b(t,X(t),LXt)dt+ σ(t,LXt)dW (t), t ∈ [0, T ].

Theorem 2.4. Assume (H) and that σ(t, x, µ) does not depend on x. Then for any
p > 1, t ∈ (r, T ], µ0 ∈P2, η ∈ C1([−r, 0],Rd) and f ∈ B+

b (C ), it holds

(Ptf)p(µ0) ≤(Ptf
p(η + ·))(µ0)× exp

[
p

2(p− 1)
β(T, η, r)

]
,

where

β(T, η, r) = C
|η(−r)|2

T − r
+ C

∫ 0

−r
|η′(s)|2ds+ CTφ2 (C‖η‖C ) + CT‖η‖2

C ,

and C > 0 is a constant. Moreover, for any f ∈ B+
b (C ) with f ≥ 1,

(Pt log f)(µ0) ≤ log(Ptf(η + ·))(µ0) + β(T, η, r)

holds.

The proof of Theorem 2.4 will be given in Section 5.2.
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3 Preparations

We first recall Krylov’s estimate of SDEs.

Definition 3.1 (Krylov’s Estimate). An Ft-adapted process {X(s)}0≤s≤T is said to sat-
isfy Krylov’s estimate, if for any (p, q) ∈ K , there exist constants δ ∈ (0, 1) and C > 0
such that for any non-negative measurable function f on [0, T ]× Rd,

(3.1) E
(∫ t

s

f(r,X(r))dr
∣∣∣Fs

)
≤ C(t− s)δ‖f‖Lqp(T ), 0 ≤ s ≤ t ≤ T.

We note that (3.1) implies the following Khasminskii type estimate, see for instance
[24, Lemma 3.5] and its proof: there exists a constant c > 0 such that for any n ≥ 1,

(3.2) E
((∫ t

s

f(r,X(r))dr

)n∣∣∣Fs

)
≤ cn!(t− s)δn‖f‖nLqp(T ), 0 ≤ s ≤ t ≤ T,

and for any λ > 0 there exists a constant Λ = Λ(λ, δ, c) > 0 such that

(3.3) E
(
eλ
∫ T
0 f(r,X(r))dr

∣∣Fs

)
≤ e

Λ
(

1+‖f‖
L
q
p(T )

)
, s ∈ [0, T ].

We first present a new result on Krylov’s estimate, then recall one lemma from [12]
for the construction of weak solution, and finally introduce another lemma on the relation
between existence of strong and weak solutions.

3.1 Krylov’s Estimate

Consider the following SDE on Rd:

(3.4) dX(t) = B(t,Xt)dt+ b(t,X(t))dt+ σ(t,X(t))dW (t), t ∈ [0, T ].

Lemma 3.1. Let T > 0 and p, q ∈ (1,∞) with d
p
+ 2
q
< 1. Assume that σ(t, x) is uniformly

continuous in x ∈ Rd uniformly with respect to t ∈ [0, T ], and that for a constant K > 1
and some non-negative function F ∈ Lqp(T ) such that

K−1I ≤ (σσ∗)(t, x) ≤ KI, (t, x) ∈ [0, T ]× Rd,

|b(t, x)| ≤ K + F (t, x), (t, x) ∈ [0, T ]× Rd.

|B(t, ξ)| ≤ K, (t, ξ) ∈ [0, T ]× C .

Then for any (α, β) ∈ K , there exist constants C = C(δ,K, α, β, ‖F‖Lqp(T )) > 0 and
δ = δ(α, β) ∈ (0, 1), such that for any s0 ∈ [0, T ), Fs0-measurable and C -valued random
variable Xs0 and any solution (X(s0; t))t∈[s0,T ] of (3.4) with initial value Xs0 and initial
time s0, it holds

E
[ ∫ t

s

|f |(v,X(s0; v))dv
∣∣∣Fs

]
≤ C(t− s)δ‖f‖Lβα(T ), s0 ≤ s < t ≤ T, f ∈ Lβα(T ).
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Proof. Let {Xs(s0)}s∈[s0,T ] be the segment process of X(s0; s) and

W̃ (·) = W (·) +

∫ ·
s0

B(v,Xv(s0))dv.

Since B is bounded, by Girsanov’s theorem, W̃ is a d-dimensional Brownian motion on
[0, T ] under Q = R(T )P, where

R(T ) = exp

[
−
∫ T

s0

〈B(v,Xv(s0)), dW (v)〉 − 1

2

∫ T

s0

|B(v,Xv(s0))|2dv

]
.

Moreover, the boundedness of B implies ER(T )−1 <∞. Thus, under probability measure
Q, ({X(s0; v)}v∈[s0,T ], W̃ ) is a weak solution to the SDE

dX(t) = b(t,X(t))dt+ σ(t,X(t))dW (t).

By [10, Lemma 3.1], there exist constants C = C(δ,K, α, β, ‖F‖Lqp(T )) > 0 and δ =
δ(α, β) ∈ (0, 1) such that

EQ
[ ∫ t

s

|f |(v,X(s0; v))dv
∣∣∣Fs

]
≤ C(t− s)δ‖f‖Lβα(T ), s0 ≤ s < t ≤ T, f ∈ Lβα(T ).

This together with (3.2) and Hölder’s inequality implies(
E
[ ∫ t

s

|f |(v,X(s0; v))dv
∣∣∣Fs

])2

= ER(T )−1 × EQ
[(∫ t

s

|f |(v,X(s0; v))dv

)2 ∣∣∣Fs

]
≤ CEQ

[(∫ t

s

|f |(v,X(s0; v))dv

)2 ∣∣∣Fs

]
≤ C(t− s)2δ‖f‖2

Lβα(T )
, s0 ≤ s < t ≤ T, , f ∈ Lβα(T ).

Then the proof is finished.

3.2 Convergence of Stochastic Processes

To prove Theorem 2.1(1), we will use the following lemma due to [12, Theorem 4.3].

Lemma 3.2. Let {{ψnt }t∈[0,T ]}n≥1 be a sequence of d-dimensional continuous processes
on (Ω,F ,P). Assume that there exist constants α, β > 0 such that

sup
n≥1

sup
t∈[0,T ]

E|ψnt |α <∞,(3.5)

and there exists a constant MT > 0 such that

sup
n≥1

E|ψnt − ψns |α ≤MT |t− s|1+β, t, s ∈ [0, T ].(3.6)
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Then there exist a subsequence {nk}k≥1, a probability space (Ω̃, F̃ , P̃) and d-dimensional
continuous processes {Xt}t∈[0,T ], {{Xk

t }t∈[0,T ]}k≥1, such that Lψnk |P = LXk |P̃, and P̃-a.s.
Xk converges to X as k →∞.

Proof. By [12, Theorem 4.2, Theorem 4.3], (3.5) and (3.6) imply that {ψn}n≥1 is tight.
Then there exists a subsequence {ml}l≥1 such that {ψml}l≥1 is weakly convergent. For
{ψml}l≥1, by [12, Theorem 4.3], there exists a subsequence {nk}k≥1 of {ml}l≥1, a prob-
ability space (Ω̃, F̃ , P̃) and stochastic processes {Xt}t∈[0,T ], {{Xk

t }t∈[0,T ]}k≥1, such that

Lψnk |P = LXk |P̃, and P̃-a.s. Xk converges to X as k →∞. The proof is completed.

3.3 Relation between Existence of Strong and Weak Solutions

We present a result on the existence of strong solutions deduced from weak solutions.
Consider the following SDE

dX(t) = B̂(t,Xt,LXt) dt+ Σ̂(t,Xt,LXt) dW (t), 0 ≤ t ≤ T,(3.7)

where B̂ : [0, T ]× C ×P → Rd and Σ̂ : [0, T ]× C ×P → Rd ⊗ Rd are measurable.

Lemma 3.3. Let (Ω̄, F̄t, (X̄t, W̄ (t)), P̄) be a weak solution to (3.7) with µt := LX̄t|P̄. If
the SDE

dX(t) = B̂(t,Xt, µt) dt+ Σ̂(t,Xt, µt) dW (t), 0 ≤ t ≤ T(3.8)

has a unique strong solution Xt up to life time with LX0 = µ0, then (3.7) has a strong
solution with initial value X0.

Proof. Since µt = LX̄t |P̄, X̄t is a weak solution to (3.8). By Yamada-Watanabe principle,
the strong uniqueness of (3.8) implies the weak uniqueness, so that Xt is nonexplosive
with LXt = µt, t ≥ 0. Therefore, Xt is a strong solution to (3.7).

With the above preparations in hand, we are now in the position to prove Theorem
2.1.

4 Proof of Theorem 2.1

4.1 Proof of Theorem 2.1(1)

Set a(t, x, µ) := (σσ∗)(t, x, µ) for t ∈ [0, T ]. Define b(t, x, µ) := 0, a(t, x, µ) := I and
F (t, x) := 0 for t ∈ R\ [0, T ]. Let 0 ≤ ρ ∈ C∞0 (R×Rd) with support contained in {(s, x) :
|(s, x)| ≤ 1} such that

∫
R×Rd ρ(s, x)dsdx = 1. For any n ≥ 1, let ρn(s, x) = nd+1ρ(ns, nx)

and define

an(t, x, µ) =

∫
R×Rd

a(s, x′, µ)ρn(t− s, x− x′)dsdx′,
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bn(t, x, µ) =

∫
R×Rd

b(s, x′, µ)ρn(t− s, x− x′)dsdx′,(4.1)

F n(t, x) =

∫
R×Rd

F (s, x′)ρn(t− s, x− x′)dsdx′, (t, x, µ) ∈ R× Rd ×P.

Let σ̂n =
√
an and σ̂ =

√
a. Consider the following SDE:

(4.2) dX(t) = b(t,X(t),LXt)dt+B(t,Xt,LXt)dt+ σ̂(t,X(t),LXt)dW (t).

According to [8, Proof of Theorem 2.1-2.3], if (4.2) has a weak solution (X̃t, W̃ (t)) on a
probability space (Ω̃, F̃ , P̃), then µt := LX̃t

|P̃ is a martingale solution to Fokker–Planck
equation

∂tµ(t) = (Lσ̂t,µt)
∗µt,

where µ(t) is the marginal distribution of µt at v = 0; i.e.

{µ(t)}(dx) := µt({ξ ∈ C : ξ(0) ∈ dx}),

and for any f ∈ C∞0 (Rd),

[(Lσ̂t,µt)
∗µt](f) :=

∫
C

1

2

d∑
i,j=1

(σ̂σ̂∗)ij(t, ξ(0), µt)(∂i∂jf)(ξ(0))µt(dξ)

+

∫
C

d∑
i=1

[bi(t, ξ(0), µt) +Bi(t, ξ, µt)](∂if)(ξ(0))µt(dξ).

Noting that σσ∗ = σ̂σ̂∗, µt is also a martingale solution to

∂tµ(t) = (Lσt,µt)
∗µt.

This together with [8, Proof of Theorem 2.1-2.3] implies that (1.1) has a weak solution.
Thus, in order to prove that (1.1) has a weak solution, it is sufficient to prove the same
claim for SDE (4.2), which will be completed according to the following procedure.

As in [7, Proof of Theorem 2.1], there exist subsequence {nk}k≥1 and G ∈ Lqp(T ) such
that

|bnk |2 ≤ K +G, k ≥ 1.(4.3)

In fact, for any k ≥ 1, we can choose nk ≥ 1 such that

‖F − F nk‖Lqp(T ) ≤
1

2k
.
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Taking G =
∑∞

k=1 |F − F nk | + F , we have ‖G‖Lqp(T ) ≤ 1 + ‖F‖Lqp(T ). Moreover, Jensen’s

inequality, (Hθ)(2) and (4.1) imply that

|bnk |2(t, x, µ) ≤
∫
R×Rd

b2(s, x′, µ)ρnk(t− s, x− x′)dsdx′

≤ K + F nk(t, x, µ) ≤ K +G(t, x, µ), k ≥ 1.

Below, we use the subsequence bnk replacing bn. For simplicity, we still denote bnk by
bn. Moreover, it follows from (Hθ)(2) and (4.1) that σ̂n(t, x, µ) is uniformly continuous in
x ∈ Rd uniformly with respect to (t, µ) ∈ [0, T ]×P and

K−1I ≤ σ̂n(σ̂n)∗ ≤ KI, (t, x, µ) ∈ [0, T ]× Rd ×P.(4.4)

According to (4.1), (2.1) and (Hθ)(2), for any n ≥ 1 there exists a constant cn > 0
such that

|bn(t, x, µ)− bn(s, x′, ν)|+ ‖σ̂n(t, x, µ)− σ̂n(s, x′, ν)‖
≤ cn

(
|t− s|+ |x− x′|

)
+ (KL+ L)Wθ(µ, ν)

holds for all s, t ∈ R, x, x′ ∈ Rd and µ, ν ∈Pθ. This combined with (2.2) and (2.3) implies
that the SDE

dXn(t) = B(t,Xn
t ,LXn

t
)dt+ bn(t,Xn(t),LXn

t
)dt+ σ̂n(t,Xn(t),LXn

t
)dW (t)(4.5)

with Xn
0 = X0 has a unique strong solution (Xn

t )t∈[0,T ]. In fact, this is standard by
repeating the proof of [8, Theorem 3.1(1)], where θ = 2 is considered. Applying Lemma
3.1 for Xn, we derive that for any (α, β) ∈ K ,

(4.6) E
(∫ t

s

|f |(v,Xn(v))dv
∣∣∣Fs

)
≤ C(t− s)δ‖f‖Lβα(T ), 0 ≤ f ∈ Lβα(T ), n ≥ 1

holds for some constants C > 0 and δ ∈ (0, 1).
We first show that Lemma 3.2 holds for (Xn,W ) replacing ψn, for which it suffices to

verify conditions (3.5) and (3.6) with ψn := Xn. By (4.3), (4.4), (Hθ)(3) and (3.2) for
Xn replacing X implied by (4.6), there exist constants c1, c2 > 0 such that

E|Xn(t)|θ ≤ c1

{
E|X(0)|θ + E

(∫ T

0

|bn(t,Xn(t),LXn
t
)| dt

)θ
+ E

(∫ T

0

|B(t,Xn
t ,LXn

t
)| dt

)θ
+ E

(∫ T

0

‖σ̂n(t,Xn(t),LXn
t
)‖2 dt

) θ
2
}

11



≤ c2

(
E|X(0)|θ + T θ + T δθ‖G‖θLqp(T ) + T

θ
2

)
<∞, n ≥ 1, t ∈ [0, T ].

Thus, (3.5) holds for ψn = Xn .
Next, let δ0 = 2

1
2
∧δ by the same reason, there exists a constant c3 > 0 such that for

any 0 ≤ s ≤ t ≤ T ,

E|Xn(t)−Xn(s)|δ0

≤ c3

{
E
(∫ t

s

|bn(v,Xn(v),LXn
v
)| dv

)δ0
+ E

(∫ t

s

|B(v,Xn
v ,LXn

v
)| dv

)δ0

+ E
(∫ t

s

‖σ̂n(v,Xn(v),LXn
v
)‖2 dv

) δ0
2

}
≤ c3

(
(t− s)δ0 + (t− s)δδ0‖G‖δ0

Lqp(T )
+ (t− s)

δ0
2

)
.

Hence, (3.6) holds for ψn = Xn. According to Lemma 3.2, there exists a subsequence of
(Xn,W )n≥1, denoted again by (Xn,W )n≥1, stochastic processes (X̃n, W̃ n)n≥1 and (X̃, W̃ )
on a complete probability space (Ω̃, F̃ , P̃) such that L(Xn,W )|P = L(X̃n,W̃n)|P̃ for any

n ≥ 1, and P̃-a.s. limn→∞(X̃n, W̃ n) = (X̃, W̃ ). As in [7, Proof of Theorem 2.2], letting
F̃ n
t and F̃t be the completions of the σ-algebra generated by {X̃n(s), W̃ n(s) : s ≤ t}

and {X̃(s), W̃ (s) : s ≤ t} respectively, X̃n(t) is F̃ n
t -adapted and continuous (since

Xn is continuous and LXn|P = LX̃n|P̃), W̃ n is a d-dimensional Brownian motion on
(Ω̃, {F̃ n

t }t∈[0,T ], P̃), and due to (4.5), (X̃n(t), W̃ n(t))t∈[0,T ] solves the SDE

dX̃n(t) = bn(t, X̃n(t),LX̃n
t
|P̃) dt

+B(t, X̃n
t ,LX̃n

t
|P̃) dt+ σ̂n(t, X̃n(t),LX̃n

t
|P̃) dW̃ n(t)

(4.7)

with LX̃n
0
|P̃ = LX0|P. Simply denote LX̃n

t
|P̃ = LX̃n

t
and LX̃t

|P̃ = LX̃t
and let Ẽ be the

expectation under P̃.
For any n ≥ 1 and s ∈ [0, T ], we have∣∣∣∣∫ s

0

B(t, X̃n
t ,LX̃n

t
)dt−

∫ s

0

B(t, X̃t,LX̃t
)dt

∣∣∣∣ ≤ I1(s) + I2(s),

where

I1(s) :=

∣∣∣∣∫ s

0

B(t, X̃n
t ,LX̃n

t
)dt−

∫ s

0

B(t, X̃t,LX̃n
t
)dt

∣∣∣∣ ,
I2(s) :=

∣∣∣∣∫ s

0

B(t, X̃t,LX̃n
t
)dt−

∫ s

0

B(t, X̃t,LX̃t
)dt

∣∣∣∣ .
Below we estimate Ii(s), i = 1, 2 respectively.
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Firstly, for any ε > 0, by Markov’s inequality, we arrive at

P̃( sup
s∈[0,T ]

I1(s) ≥ ε) ≤ 1

ε
Ẽ
∫ T

0

∣∣∣B(t, X̃n
t ,LX̃n

t
)−B(t, X̃t,LX̃n

t
)
∣∣∣ dt.

Since P̃-a.s. X̃n
t converges to X̃t, by (2.3) and the boundedness of B, we may apply the

dominated convergence theorem to derive

lim sup
n→∞

P̃( sup
s∈[0,T ]

I1(s) ≥ ε) ≤ 1

ε
Ẽ
∫ T

0

lim
n→∞

L0‖X̃n
t − X̃t‖C dt = 0.

Furthermore, since for any t ∈ [0, T ], ξ ∈ C , B(t, ξ, ·) is continuous in P due to (Hθ)(1),
and X̃n

t converges to X̃t weakly in P, it is not difficult to see from Markov’s inequality
and the dominated convergence theorem that

lim sup
n→∞

P̃
(

sup
s∈[0,T ]

I2(s) ≥ ε
)

≤ lim sup
n→∞

1

ε

∫ T

0

Ẽ
∣∣∣B(t, X̃t, ,LX̃n

t
)−B(t, X̃t,LX̃t

)
∣∣∣ dt = 0.

Thus, for any ε > 0, we have

lim
n→∞

P̃

(
sup
s∈[0,T ]

∣∣∣∣∫ s

0

B(t, X̃n
t ,LX̃n

t
)dt−

∫ s

0

B(t, X̃t,LX̃t
)dt

∣∣∣∣ ≥ ε

)
= 0.

Similarly to the proof of [10, (4.5)-(4.6)], (Hθ)(1)-(2) imply

lim
n→∞

P̃

(
sup
s∈[0,T ]

∫ s

0

|bn(t, X̃n(t),LX̃n
t
)− b(t, X̃(t),LX̃t

)| dt ≥ ε

)
= 0,

and

lim
n→∞

P̃

(
sup
s∈[0,T ]

∣∣∣∣∫ s

0

σ̂n(t, X̃n(t),LX̃n
t
)dW̃ n(t)−

∫ s

0

σ̂(t, X̃(t),LX̃t
) dW̃ (t)

∣∣∣∣ ≥ ε

)
= 0.

Then (X̃(t), W̃ (t))t∈[0,T ] is a weak solution to (4.2) by taking limit in (4.7). Thus, (1.1) has

a weak solution, and for simplicity, we still denote it by (X̃(t), W̃ (t)) on (Ω̃, F̃t, P̃). Let
µ· = LX̃·

|P̃. According to (Hθ) and Lemma 3.1, (4.6) and (3.2) hold for (X̃, Ẽ) replacing
(Xn,E) and (X,E) respectively. Combining this with (Hθ)(2), we get

Ẽ
(∫ T

0

|b(t, X̃(t),LX̃t
)| dt

)θ
≤ c

(
T θ + T δθ‖F‖θLqp(T )

)
(4.8)
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for some c > 0 and δ ∈ (0, 1). This together with (Hθ)(2)-(3) and the Burkerholder-
Davis-Gundy inequality leads to

Ẽ sup
v∈[−r,0]

|X̃(s+ v)|θ ≤ cẼ‖X̃0‖θC + cẼ
(∫ T

0

|b(t, X̃(t),LX̃t
)| dt

)θ
+ cẼ

(∫ T

0

|B(t, X̃t,LX̃t
)| dt

)θ
+ cẼ

(∫ T

0

‖σ(t, X̃(t),LX̃t
)‖2 dt

) θ
2

≤ cµ0(‖ · ‖θC ) + c
(
T θ + T δθ‖F‖θLqp(T ) + T

θ
2

)
, s ∈ [0, T ]

for some c > 0 and δ ∈ (0, 1). Thus, µs ∈ Pθ, s ∈ [0, T ]. In the following, we will prove
µ· ∈ C([0, T ],Pθ). Noting that Wθ(µs′ , µs)

θ ≤ Ẽ‖X̃s′ − X̃s‖θC , s′, s ∈ [0, T ], it is sufficient
to prove lims′→s Ẽ‖X̃s′ − X̃s‖θC = 0, s ∈ [0, T ]. Fix s ∈ [0, T ]. For any s′ ∈ [0, T ] with
|s′ − s| < r, we arrive at

Ẽ sup
v∈[−r,0]

|X̃(s′ + v)− X̃(s+ v)|θ

≤ cẼ sup
v∈[0,s∧s′]

|X̃(|s′ − s|+ v)− X̃(v)|θ + cẼ sup
v∈[−|s′−s|,0]

|X̃(|s′ − s|+ v)− X̃(0)|θ

+ cẼ sup
v∈[−|s′−s|,0]

|X̃(0)− X̃(v)|θ + cẼ sup
v∈[−r,−|s′−s|]

|X̃(|s′ − s|+ v)− X̃(v)|θ

=: J1 + J2 + J3 + J4.

In what follows, we will prove lims′→s Ji = 0, i = 1, 2, 3, 4 respectively. Firstly, it is not
difficult to see that

J1 + J2 ≤ c1Ẽ sup
v∈[0,s∧s′]

(∫ |s′−s|+v
v

|b(t, X̃(t),LX̃t
)| dt

)θ
+ c1Ẽ sup

v∈[0,s∧s′]

(∫ |s′−s|+v
v

|B(t, X̃t,LX̃t
)| dt

)θ
+ c1Ẽ sup

v∈[0,s∧s′]

∣∣∣∣∣
∫ |s′−s|+v
v

σ(t, X̃(t),LX̃t
) dW̃ (t)

∣∣∣∣∣
θ

+ c1Ẽ sup
v∈[0,|s′−s|]

|X̃(v)− X̃(0)|θ

≤ c1Ẽ sup
0≤v≤v′≤T,v′−v≤|s′−s|

(∫ v′

v

|b(t, X̃(t),LX̃t
)| dt

)θ
+ c1Ẽ sup

0≤v≤v′≤T,v′−v≤|s′−s|

(∫ v′

v

|B(t, X̃t,LX̃t
)| dt

)θ
+ c1Ẽ sup

0≤v≤v′≤T,v′−v≤|s′−s|

∣∣∣∣∣
∫ v′

v

σ(t, X̃(t),LX̃t
) dW̃ (t)

∣∣∣∣∣
θ

=: J11 + J12 + J13.
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SinceB is bounded, we obtain lims′→s J12 = 0. Noting that P̃-a.s.
∫ ·

0
σ(t, X̃(t),LX̃t

) dW̃ (t)

is continuous and hence uniformly continuous on [0, T ], we derive P̃-a.s.

lim
s′−s→0

sup
0≤v≤v′≤T,v′−v≤|s′−s|

∣∣∣∣∣
∫ v′

v

σ(t, X̃(t),LX̃t
) dW̃ (t)

∣∣∣∣∣ = 0.

It follows from the Burkerholder-Davis-Gundy inequality and (Hθ)(2) that

Ẽ sup
0≤v≤v′≤T,v′−v≤|s′−s|

∣∣∣∣∣
∫ v′

v

σ(t, X̃(t),LX̃t
) dW̃ (t)

∣∣∣∣∣
θ

≤ 2θ−1Ẽ sup
0≤v≤v′≤T,v′−v≤|s′−s|

∣∣∣∣∣
∫ v′

0

σ(t, X̃(t),LX̃t
) dW̃ (t)

∣∣∣∣∣
θ

+ 2θ−1Ẽ sup
0≤v≤v′≤T,v′−v≤|s′−s|

∣∣∣∣∫ v

0

σ(t, X̃(t),LX̃t
) dW̃ (t)

∣∣∣∣θ
≤ 2θẼ sup

0≤v′≤T

∣∣∣∣∣
∫ v′

0

σ(t, X̃(t),LX̃t
) dW̃ (t)

∣∣∣∣∣
θ

≤ cẼ
(∫ T

0

‖σ(t, X̃(t),LX̃t
)‖2 dt

) θ
2

≤ cT
θ
2

for some constant c > 0. So the dominated convergence theorem implies that lims′→s J13 =
0.Moreover, (4.8) yields that P̃-a.s.

∫ ·
0
|b(t, X̃(t),LX̃t

)| dt is continuous and thus uniformly
continuous on [0, T ]. This together with the dominated convergence theorem implies
lims′→s J13 = 0. Consequently, it holds lims′→s(J1 + J2) = 0. In addition, it is clear that

J3 + J4 ≤ cẼ sup
v,v′∈[−r,0],|v′−v|≤|s′−s|

|X̃(v′)− X̃(v)|θ.

This together with Ẽ supv∈[−r,0] |X̃(v)|θ < ∞ due to LX̃0
|P̃ = µ0 ∈ Pθ, the fact that

any component in C is uniformly continuous on [−r, 0] and the dominated convergence
theorem leads to lims′→s(J3 + J4) = 0. Therefore, we conclude that µ· ∈ C([0, T ]; Pθ).

4.2 Proof of Theorem 2.1(2)

According to [1, Theorem 1.4], the SDE (3.8) for B̂ = B+b and Σ̂ = σ has a unique strong
solution under the conditions in Theorem 2.1(2). So, Theorem 2.1(1) and Lemma 3.3 for
B̂ = B+b and Σ̂ = σ imply that for any F0-measurable C -valued random variableX0 with
LX0 ∈Pθ, SDE (1.1) has a strong solution {Xt}t∈[0,T ] satisfying LX· ∈ C([0, T ]; Pθ). As
a result, to prove Theorem 2.1(2), it suffices to prove the uniqueness of strong solutions
of (1.1), which will be finished in Lemma 4.2 below by Zvonkin’s transform.
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Consider the maximal operator:

Mh(x) := sup
v>0

1

|B(x, v)|

∫
B(x,v)

h(y)dy, h ∈ L1
loc(Rd), x ∈ Rd,

where B(x, v) := {y : |y − x| < v}. The next result comes from [3, Appendix A].

Lemma 4.1. There exists a constant C > 0 such that for any continuous and weak
differentiable function f ,

(4.9) |f(x)− f(y)| ≤ C|x− y|(M |∇f |(x) + M |∇f |(y)), a.e. x, y ∈ Rd.

Moreover, for any p > 1, there exists a constant Cp > 0 such that

(4.10) ‖M f‖Lp ≤ Cp‖f‖Lp , f ∈ Lp(Rd).

The following lemma gives the uniqueness of strong solutions of (1.1).

Lemma 4.2. Assume the conditions in Theorem 2.1(2) hold. Let X and Y be two strong
solutions to (1.1) with X0 = Y0 and LX0 ∈Pθ. Then P-a.s. X = Y .

Proof. Set µt = LXt , νt = LYt , t ∈ [0, T ]. Let

bµ(t, x) = b(t, x, µt), σµ(t, x) = σ(t, x, µt), (t, x) ∈ [0, T ]× Rd,

and define bν , σν in the same way using νt replacing µt. Then it is clear that

dX(t) = bµ(t,X(t)) dt+B(t,Xt, µt) dt+ σµ(t,X(t)) dW (t),

dY (t) = bν(t, Y (t)) dt+B(t, Yt, νt) dt+ σν(t, Y (t)) dW (t).
(4.11)

For any λ > 0, consider the following partial differential equation for u : [0, T ]×Rd → Rd:

(4.12)
∂u(t, ·)
∂t

+
1

2
Tr(σµ(σµ)∗∇2u)(t, ·) + (∇bµu)(t, ·) + bµ(t, ·) = λu(t, ·), u(T, ·) = 0,

here (∇bµu) stands for the direction derivative of u along bµ defined as

(∇bµu)(t, x) := lim
ε→0

u(t, x+ εbµ(t, x))− u(t, x)

ε
, t ∈ [0, T ], x ∈ Rd.

By [25, Theorem 5.1] and [23, Theorem 3.1, (2.5), (3.2)], when λ is large enough, (4.12)
has a unique solution uλ,µ satisfying

‖∇uλ,µ‖∞ ≤
1

5
,(4.13)
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and

(4.14) ‖∇2uλ,µ‖L2q
2p(T ) <∞.

Let θλ,µ(t, x) = x + uλ,µ(t, x). By (4.11), (4.12), and using the Itô formula and an
approximation technique (see [25, Lemma 4.3] for more details), we derive

dθλ,µ(t,X(t)) = λuλ,µ(t,X(t))dt+∇θλ,µ(t,X(t))B(t,Xt, µt)dt

+ (∇θλ,µσµ)(t,X(t)) dW (t),
(4.15)

and

dθλ,µ(t, Y (t)) = λuλ,µ(t, Y (t))dt+ (∇θλ,µσν)(t, Y (t)) dW (t)

+∇θλ,µ(t, Y (t))B(t, Yt, νt)dt

+ [∇θλ,µ(bν − bµ)](t, Y (t))dt

+
1

2
Tr[(σν(σν)∗ − σµ(σµ)∗)∇2uλ,µ](t, Y (t))dt.

(4.16)

Let ξt = θλ,µ(t,X(t))− θλ,µ(t, Y (t)), t ∈ [0, T ]. It follows from (4.13) that

|X(t)− Y (t)| ≤ 5

4
|ξt|, t ∈ [0, T ].(4.17)

By (4.15), (4.16) and Itô’s formula, we obtain

d|ξt|2 =2λ
〈
ξt,u

λ,µ(t,X(t))− uλ,µ(t, Y (t))
〉

dt

+ 2
〈
ξt,∇θλ,µ(t,X(t))B(t,Xt, µt)−∇θλ,µ(t, Y (t))B(t, Yt, νt)

〉
dt

+ 2
〈
ξt, [(∇θλ,µσµ)(t,X(t))− (∇θλ,µσν)(t, Y (t))]dW (t)

〉
+
∥∥(∇θλ,µσµ)(t,X(t))− (∇θλ,µσν)(t, Y (t))

∥∥2

HS
dt

− 2
〈
ξt,∇θλ,µ(bν − bµ)](t, Y (t))

〉
dt

−
〈
ξt,Tr[(σν(σν)∗ − σµ(σµ)∗)∇2uλ,µ](t, Y (t))

〉
dt.

So, for any m ≥ 1, it holds

d|ξt|2m = 2mλ|ξt|2(m−1)
〈
ξt,u

λ,µ(t,X(t))− uλ,µ(t, Y (t))
〉

dt

+ 2m|ξt|2(m−1)
〈
ξt,∇θλ,µ(t,X(t))B(t,Xt, µt)−∇θλ,µ(t, Y (t))B(t, Yt, νt)

〉
dt

+ 2m|ξt|2(m−1)
〈
ξt, [(∇θλ,µσµ)(t,X(t))− (∇θλ,µσν)(t, Y (t))]dW (t)

〉
+m|ξt|2(m−1)

∥∥(∇θλ,µσµ)(t,X(t))− (∇θλ,µσν)(t, Y (t))
∥∥2

HS
dt

+ 2m(m− 1)|ξt|2(m−2)
∣∣[(∇θλ,µσµ)(t,X(t))− (∇θλ,µσν)(t, Y (t))]∗ξt

∣∣2 dt

− 2m|ξt|2(m−1)
〈
ξt,∇θλ,µ(bν − bµ)](t, Y (t))

〉
dt

−m|ξt|2(m−1)
〈
ξt,Tr[(σν(σν)∗ − σµ(σµ)∗)∇2uλ,µ](t, Y (t))

〉
dt.
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Firstly, applying (4.9), (4.13), (Hθ)(3), (2.2), (4.17) and Young’s inequality apb1−p ≤
pa+ (1− p)b, a, b ≥ 0, p ∈ (0, 1) with p = 2m−1

2m
, there exists a constant c > 0 such that

|ξt|2(m−1)
〈
ξt,∇θλ,µ(t,X(t))B(t,Xt, µt)−∇θλ,µ(t, Y (t))B(t, Yt, νt)

〉
≤ c|ξt|2m

(
M ‖∇2θλ,µ‖(t,X(t)) + M ‖∇2θλ,µ‖(t, Y (t))

)
+ c|ξt|2m−1‖Xt − Yt‖C + c|ξt|2m−1Wθ(µt, νt)

≤ c|ξt|2m
(
M ‖∇2θλ,µ‖(t,X(t)) + M ‖∇2θλ,µ‖(t, Y (t))

)
+ c sup

s∈[0,t]

|ξs|2m + cWθ(µt, νt)
2m + c‖X0 − Y0‖2m

C .

(4.18)

The other terms can be treated as in [10, (4.19)-(4.22)]. For reader’s convenience, we give
them one by one. It follows from (4.13) and (4.17) that

|ξt|2(m−1)
〈
ξt,u

λ,µ(t,X(t))− uλ,µ(t, Y (t))
〉
≤ 1

4
|ξt|2m.

Furthermore, applying (2.1), (Hθ)(2), (4.13), (4.14), (4.17) and Young’s inequality, we
arrive at

m|ξt|2(m−1)
∥∥(∇θλ,µσµ)(t,X(t))− (∇θλ,µσν)(t, Y (t))

∥∥2

HS

+ 2m(m− 1)|ξt|2(m−2)
∣∣[(∇θλ,µσµ)(t,X(t))− (∇θλ,µσν)(t, Y (t))]∗ξt

∣∣2
≤ c|ξt|2m−2Wθ(µt, νt)

2 + c|ξt|2m
(
M ‖∇2θλ,µ‖(t,X(t)) + M ‖∇2θλ,µ‖(t, Y (t))

)2

+ c|ξt|2m
(
M ‖∇σµ‖(t,X(t)) + M ‖∇σµ‖(t, Y (t))

)2

≤ cWθ(µt, νt)
2m + c|ξt|2m + c|ξt|2m

(
M ‖∇2θλ,µ‖(t,X(t)) + M ‖∇2θλ,µ‖(t, Y (t))

)2

+ c|ξt|2m
(
M ‖∇σµ‖(t,X(t)) + M ‖∇σµ‖(t, Y (t))

)2
.

Similarly, (2.1), (Hθ)(2), (4.13), (4.14), 2m
2m−1

≤ 2 and Young’s inequality imply that

|ξt|2(m−1)
〈
ξt,∇θλ,µ(bν − bµ)](t, Y (t))

〉
≤ c|ξt|2m−1Wθ(µt, νt) ≤ c|ξt|2m + cWθ(µt, νt)

2m,

|ξt|2(m−1)
〈
ξt,Tr[(σν(σν)∗ − σµ(σµ)∗)∇2uλ,µ](t, Y (t))

〉
≤ c|ξt|2m−1|∇2uλ,µ(t, Y (t))|Wθ(µt, νt)

≤ c|ξt|2m|∇2uλ,µ(t, Y (t))|
2m

2m−1 + cWθ(µt, νt)
2m

≤ c|ξt|2m(1 + |∇2uλ,µ(t, Y (t))|2) + cWθ(µt, νt)
2m.

Thus, it holds

(4.19) d|ξt|2m ≤ c sup
s∈[0,t]

|ξs|2mdt+ c|ξt|2mdAt + c(Wθ(µt, νt)
2m + ‖X0 − Y0‖2m

C )dt+ dMt

for some constant c > 0, a local martingale Mt defined by

Ms =

∫ s

0

2m|ξt|2(m−1)
〈
ξt, [(∇θλ,µσµ)(t,X(t))− (∇θλ,µσν)(t, Y (t))]dW (t)

〉
,
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and

At : =

∫ t

0

{
1 + M ‖∇2θλ,µ‖(s,X(s)) + M ‖∇2θλ,µ‖(s, Y (s)) + |∇2uλ,µ(s, Y (s))|2

+
(
M ‖∇2θλ,µ‖(s,X(s)) + M ‖∇2θλ,µ‖(s, Y (s))

)2

+
(
M ‖∇σµ‖(s,X(s)) + M ‖∇σµ‖(s, Y (s))

)2
}

ds.

By Itô’s formula and X0 = Y0, we have

de−At |ξt|2m ≤ ce−At sup
s∈[0,t]

|ξs|2mdt+ ce−AtWθ(µt, νt)
2mdt+ e−AtdMt.

When 2m > θ, we can take p ∈ (0, 1) such that 2mp > θ. By Hölder’s inequality, (4.17)
and the stochastic Grönwall lemma [1, Lemma A.5], we arrive at

Wθ(µt, νt)
2m ≤ c

(
E sup
s∈[0,t]

|ξs|θ
) 2m

θ

≤ c

(
E

(
e
θ

2m
At sup

s∈[0,t]

(
e−

θ
2m

As|ξs|θ
))) 2m

θ

≤ c
(
Ee

2mp
2mp−θ

θ
2m

At
) 2mp−θ

pθ

E

(
sup
s∈[0,t]

(
e−

θ
2m

As|ξs|θ
)) 2mp

θ


1
p

= c
(
Ee

θp
2mp−θAt

) 2mp−θ
pθ

(
E

(
sup
s∈[0,t]

(
e−As|ξs|2m

))p) 1
p

≤ c
(
Ee

θp
2mp−θAt

) 2mp−θ
pθ

∫ t

0

Wθ(µs, νs)
2mds, t ∈ [0, T ]

(4.20)

for some constants c > 0. By Lemma 3.1, (4.10), (4.14) and the Khasminskii’s type
estimate (3.3), see for instance [24, Lemma 3.5], we have

Ee
θp

2mp−θAT <∞,

so that by the Grönwall lemma we prove

Wθ(µt, νt) = 0, t ∈ [0, T ].

Combining this with (4.20), we conclude P-a.s. ξt = 0, t ∈ [0, T ]. This again together
with (4.17) implies P-a.s. X(t) = Y (t), t ∈ [0, T ].
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5 Proofs of Theorem 2.3 and Theorem 2.4

Before giving the proofs of Theorem 2.3 and Theorem 2.4, we present a result on the
existence and uniqueness of strong solution to (1.1) under (H).

Lemma 5.1. Assume (H). Then for any F0-measurable C -valued random variable X0

with LX0 ∈P2, (1.1) has a unique strong solution with initial value X0.

Proof. By [11, Theorem 1.1] with H = Rd and (H), SDE (3.8) for B̂ = B + b and Σ̂ = σ
has a unique strong solution Xt up to life time. Combining this with Theorem 2.1(1)
and Lemma 3.3, we conclude that the SDE (1.1) has a strong solution under (H). In the
following, we prove the uniqueness of strong solution. Under (H), repeating the proof of
Lemma 4.2 and using ‖∇2uλ,µ‖∞ ≤ 1

5
from [10, (5.6)] in place of (4.14), we arrive at

dAt ≤ Cdt

for some constant C > 0. Taking θ = 2 and m = 1 in (4.18) and (4.19), it follows from
Burkerholder-Davis-Gundy’s inequality, (H) and W2(LXt ,LYt)

2 ≤ E‖Xt − Yt‖2
C that

E sup
v∈[0,t]

|ξv|2 ≤ C(T )

∫ t

0

E sup
s∈[0,v]

|ξs|2dv + C(T )E‖X0 − Y0‖2
C , t ∈ [0, T ]

for some constant C(T ) > 0. Thus, Grönwall’s lemma and (4.17) imply there exists a
constant Γ(T ) > 0 such that

W2(LXt ,LYt)
2 ≤ E‖Xt − Yt‖2

C ≤
25

8
E sup
v∈[0,t]

|ξv|2 + 2E‖X0 − Y0‖2
C

≤ Γ(T )E‖X0 − Y0‖2
C , t ∈ [0, T ].

(5.1)

Thus, we complete the proof.

5.1 Proof of Theorem 2.3

When σ(t, x, µ) does not depend on µ, (1.1) reduces to

(5.2) dX(t) = b(t,X(t),LXt)dt+B(t,Xt,LXt)dt+ σ(t,X(t))dW (t).

Proof of Theorem 2.3. For µt := P ∗t µ0 and νt := P ∗t ν0, we may rewrite (5.2) as

dX(t) = b̄(t,X(t))dt+ B̄(t,Xt)dt+ σ(t,X(t))dW̄ (t), LX0 = µ0,

where

b̄(t, x) := b(t, x, νt), B̄(t, ξ) := B(t, ξ, νt), dW̄ (t) := dW (t) + γ̄(t)dt,

γ̄(t) := [σ∗(σσ∗)−1](t,X(t))[b(t,X(t), µt)− b(t,X(t), νt) +B(t,Xt, µt)−B(t,Xt, νt)].
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Then by (5.1) and (H), we have

|γ̄(t)| ≤ CW2(µt, νt)
2 ≤ C(T )E‖X0 − Y0‖2

C , t ∈ [0, T ].(5.3)

Let

(5.4) R̄t = exp

{
−
∫ t

0

〈γ̄(s), dW (s)〉 − 1

2

∫ t

0

|γ̄(s)|2ds

}
, t ∈ [0, T ].

By Girsanov’s theorem, {W̄ (t)}t∈[0,T ] is a d-dimensional Brownian motion under the prob-
ability measure P̄T := R̄TP.

According to the proof of [9, Lemma 3.2], we can construct an adapted process γ̃(t)
on Rd such that

R̃t := exp

{
−
∫ t

0

〈γ̃(s), dW̄ (s)〉 − 1

2

∫ t

0

|γ̃(s)|2ds

}
, t ∈ [0, T ]

is a martingale under the probability measure P̄T . Thus, under probability measure
P̃T := R̃T P̄T = R̃T R̄TP,

W̃ (t) := W̄ (t) +

∫ t

0

γ̃(s)ds = W (t) +

∫ t

0

(
γ̄(s) + γ̃(s)

)
ds, t ∈ [0, T ]

is a d-dimensional Brownian motion. Moreover, there exists C(T ) > 0 such that

(5.5) EP̃T

∫ T

0

|γ̃(s)|2ds ≤ C(T )E
( |X(0)− Y (0)|2

T − r
+ ‖X0 − Y0‖2

C

)
.

Meanwhile, we can construct a family of homeomorphism {θ̄t}t∈[0,T ] on C and an C -valued

continuous stochastic process {Ȳt}t∈[0,T ] such that Lθ̄−1
t (Ȳt)

|P̃T = νt, t ∈ [0, T ] and P̃T -a.s.

XT = θ̄−1
T (ȲT ). Let YT = θ̄−1

T (ȲT ).
Thus, we obtain

(PTf)(ν0) = EP̃T f(YT ) = EP̃T f(XT ) = E[R̄T R̃Tf(XT )], f ∈ B+
b (C ).

Letting RT = R̄T R̃T , by Young’s inequality and Hölder’s inequality respectively, we obtain

(5.6) (PT log f)(ν0) ≤ E[RT logRT ] + logEf(XT ) = E[RT logRT ] + log(PTf)(µ0),

and

(PTf(ν0))p ≤ (ER
p
p−1

T )p−1Efp(XT ) = (ER
p
p−1

T )p−1PTf
p(µ0), p > 1.(5.7)
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By (5.3) and (5.5),

E[RT logRT ] ≤ 1

2
EP̃T

∫ T

0

|γ̄(s) + γ̃(s)|2ds

≤ EP̃T

∫ T

0

|γ̃(s)|2ds+ EP̃T

∫ T

0

|γ̄(s)|2ds

≤ EP̃T

∫ T

0

|γ̃(s)|2ds+

∫ T

0

C(t)W2(µt, νt)
2dt

≤ H1(T )E
(
|X(0)− Y (0)|2

T − r
+ ‖X0 − Y0‖2

C

)
, T > r

holds for some H1 ∈ C(R+;R+). Combining this with (5.6) we obtain the log-Harnack
inequality.

Finally, according to the proof of [8, Theorem 4.1], there exists p0 > 1 and H0 ∈
C([p0,∞)× (r,∞),R+) such that for any p ≥ p0,

(EP̄T R̃
p
p−1

T )
p−1
p ≤ EeH0(p,T )

(
1+
|X(0−Y (0)|2

T−r +‖X0−Y0‖2C
)
, T > r.

By applying this estimate for p1 := 1
2
(p+ p0) and combining with RT = R̃T R̄T , (5.3) and

(5.4), we arrive at(
ER

p
p−1

T

) p−1
p

=
(
EP̄T

(
R̃

p
p−1

T R̄
1
p−1

T

)) p−1
p ≤

(
EP̄T R̃

p1
p1−1

T

) p1−1
p1

(
EP̄T R̄

p1
p−p1
T

) p−p1
pp1

≤ EeH0(p1,T )
(

1+
|X(0−Y (0)|2

T−r +‖X0−Y0‖2C
)(

ER̄
p

p−p1
T

) p−p1
pp1

≤ EeH2(p,T )
(

1+
|X(0−Y (0)|2

T−r +‖X0−Y0‖2C
)
, T > r

for some H2 ∈ C([p0,∞)× (r,∞),R+). Therefore, (2.4) follows from (5.7).

5.2 Proof of Theorem 2.4

Proof of Theorem 2.4. By the semigroup property for P ∗t and Jensen’s inequality, we only
need to consider T − r ∈ (0, 1]. Define

γ(s) :=

{
s+

T−rη(−r), if s ∈ [−r, T − r],
η(s− T ), if s ∈ (T − r, T ].

Next, we construct coupling by change of measure. For fixed µ0 ∈ P2, let X(t) solve
(2.5) with LX0 = µ0, and let µt = LXt . Assume that X̄(t) solves

(5.8) dX̄(t) = {b(t,X(t), µt) +B(t,Xt, µt)}dt+ σ(t, µt)dW (t) + γ′(t)dt
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with X̄0 = X0. Then it is not difficult to see that

X̄(s) = X(s) + γ(s), s ∈ [−r, T ].

In particular, it holds that X̄T = XT + η. By the definition of γ, there exists a constant
C > 0 such that for any s ∈ [0, T ],

|γ′(s)| ≤ C1[0,T−r](s)
|η(−r)|
T − r

+ C1[T−r,T ](s)|η′(s− T )|,

|γ(s)| ≤ C|η(−r)|+ C‖η‖C ≤ C‖η‖C , ‖γs‖C ≤ C‖η‖C .
(5.9)

Let

Φ̄(s) = (σ∗(σσ∗)−1)(s, µs)
[
b(s,X(s), µs)− b(s, X̄(s), µs)

+B(s,Xs, µs)−B(s, X̄s, µs) + γ′(s)
]
, s ∈ [0, T ].

From (H) and (5.9), we obtain∫ T

0

|Φ̄(s)|2ds ≤ C

∫ T

0

(φ(|γ(s)|) + ‖γs‖C + |γ′(s)|)2
ds

≤ C
|η(−r)|2

T − r
+ C

∫ 0

−r
|η′(s)|2ds+ CTφ2 (C‖η‖C ) + CT‖η‖2

C

(5.10)

for some constant C > 0. Set

R̄(s) = exp

[
−
∫ s

0

〈Φ̄(u), dW (u)〉 − 1

2

∫ s

0

|Φ̄(u)|2du

]
,

and

W̄ (s) = W (s) +

∫ s

0

Φ̄(u)du.

Girsanov’s theorem implies that W̄ is a Brownian motion on [0, T ] under Q̄T = R̄(T )P.
Then (5.8) reduces to

dX̄(t) = {b(t, X̄(t), µt) +B(t, X̄t, µt)}dt+ σ(t, µt)dW̄ (t).

Thus, the distribution of X̄T under Q̄T coincides with that of XT under P.
Furthermore, by Young’s inequality and Hölder’s inequality, we get

PT log f(µ0) = EQ̄T log f(X̄T )

= EQ̄T log f(XT + η)

≤ logPTf(·+ η)(µ0) + E
(
R̄(T ) log R̄(T )

)
,
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and

PTf(µ0) = EQ̄T f(X̄T )

= EQ̄T f(XT + η) ≤ (PTf
p(·+ η))

1
p (µ0){ER̄(T )

p
p−1}

p−1
p .

Since W̄ is a Brownian motion under Q̄T , by the definition of R̄(T ), it is easy to see that

E
(
R̄(T ) log R̄(T )

)
= EQ̄T log R̄(T ) =

1

2
EQ̄T

∫ T

0

|Φ̄(u)|2du ≤ β(T, η, r),

and

ER̄(T )
p
p−1

≤ E

{
exp

[
−p
p− 1

∫ T

0

〈Φ̄(u), dW (u)〉 − 1

2

p2

(p− 1)2

∫ T

0

|Φ̄(u)|2du

]

× exp

[
1

2

p2

(p− 1)2

∫ T

0

|Φ̄(u)|2du− 1

2

p

p− 1

∫ T

0

|Φ̄(u)|2du

]}

≤ ess sup
Ω

exp

{
p

2(p− 1)2

∫ T

0

|Φ̄(u)|2du

}
.

Combining this with (5.10), the shift Harnack inequality holds.
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[16] M. Röckner, X. Zhang, Well-posedness of distribution dependent SDEs with singular
drifts, arXiv:1809.02216.

[17] A.-S. Sznitman, Topics in propagation of chaos, In “École d’Été de Probabilités de
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