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Abstract

In this paper, we prove that there exists a unique weak solution to the mixed boundary
value problem for a general class of semilinear second order elliptic partial differential
equations with singular coefficients. Our approach is probabilistic. The theory of Dirichlet
forms and backward stochastic differential equations with singular coefficients and infinite
horizon plays a crucial role.
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1 Introduction

In this paper, our aim is to use probabilistic methods to solve the mixed boundary value
problem for semilinear second order elliptic partial differential equations (called PDEs for
short) of the following form:

{
Lu(x) = −F (x, u(x),∇u(x)), on D
1
2
∂u
∂γ

(x)− B̂ · n(x)u(x) = Φ(x) on ∂D
(1.1)

The elliptic operator L is given by :

L =
1

2
∇ · (A∇) +B · ∇ −∇ · (B̂·) +Q (1.2)

=
1

2

d∑

i,j=1

∂

∂xi

(
aij(x)

∂

∂xj

)
+

d∑

i=1

Bi(x)
∂

∂xi
− div(B̂·) +Q(x)

on a d-dimensional smooth bounded Euclidean domain D.
A(x) = (aij)1≤i,j≤d: R

d → Rd ⊗ Rd is a smooth, symmetric matrix-valued function which is
uniformly elliptic. That is, there is a constant λ > 1 such that

1

λ
Id×d ≤ A(·) ≤ λId×d. (1.3)

Here B = (B1, ..., Bd) and B̂ = (B̂1, ..., B̂d) : R
d → Rd are Borel measurable functions, which

could be singular, and Q is a real-valued Borel measurable function defined on Rd such that,
for some p > d

2 ,

ID(|B|2 + |B̂|2 + |Q|) ∈ Lp(D).

L is rigorously determined by the following quadratic form:

Q(u, v) := (−Lu, v)L2(D) =
1

2

∑

i,j

∫

D

aij(x)
∂u

∂xi

∂v

∂xj
dx−

∑

i

∫

D

Bi(x)
∂u

∂xi
v(x)dx

−
∑

i

∫

D

B̂i(x)
∂v

∂xi
u(x)dx−

∫

D

Q(x)u(x)v(x)dx.

Details about the operator L can be found in [9], [16] and [20].
The function F (·, ·, ·) in (1.1) is a nonlinear function defined on Rd × R × Rd and Φ(x) is a
bounded measurable function defined on the boundary ∂D and γ = An, where n denotes the
inward normal vector field defined on the boundary ∂D.

To solve the problem (1.1), it turns out that we need to establish the existence and unique-
ness of solutions of backward stochastic differential equations (BSDEs) with singular coeffi-
cients and infinite horizon, which is of independent interest.

Probabilistic approaches to boundary value problem of second order differential operators
have been adopted by many authors and the earliest work went back as early as 1944 in [12].
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There has been a lot of study on the Dirichlet boundary problem (see [1], [8], [3],[6], [11] and
[22]). However, there are not many articles on the probabilistic approaches to the Neumann
boundary problem.

When A = I, B = 0 and B̂ = 0, the following Neumann boundary problem

{
1
2△u(x) + qu(x) = 0, on D
1
2
∂u
∂n

(x) = φ(x) on ∂D

was solved in [1] and [11], which also gives the solution the following representation:

u(x) = Ex[

∫ ∞

0
e
∫ t
0
q(Bu)duφ(Bt)dL

0
t ],

where (Bt)t>0 is the reflecting Brownian motion on the domain D associated with the infinites-
imal generator

G =
1

2
△,

and L0
t , t > 0 is the boundary local time satisfying L0

t =
∫ t

0 I∂D(Bs)dL
0
s.

But when B̂ 6= 0, the term∇·(B̂·) is just a formal way of writing because the divergence does
not exist as B̂ is only a measurable vector field. It should be interpreted in the distributional
sense. For this reason, the term ∇·(B̂·) can not be handled by Girsanov transform or Feyman-
Kac transform.

The study of the boundary value problems for the general operator L in the PDE literature
(see e.g. [9], [20]) was always carried out under the extra condition:

−div(B̂) +Q(x) ≤ 0

in the sense of distribution in order to use the maximum principle.

When F = 0, i.e. the linear case, problem (1.1) was studied in [4]( see also [3] for the
Dirichlet boundary problem). The term ∇ · (B̂·) is tackled using the time-reversal of Girsanov
transform of the symmetric reflecting diffusion (Ω, P 0

x ,X
0
t , t > 0) associated with the operator

L0 =
1

2
∇ · (A∇).

The semigroup St associated with the operator L has the following representation (see [5]):

Stf(x) = E0
x[f(X

0
t ) exp(

∫ t

0
(A−1B)∗(X0

s )dM
0
s + (

∫ t

0
(A−1B̂)∗(X0

s )dM
0
s ) ◦ γ0t

− 1

2

∫ t

0
(B − B̂)A−1(B − B̂)∗(X0

s )ds+

∫ t

0
Q(X0

s )ds)],

where M0 is the martingale part of the diffusion X0 and γ0t is the reverse operator.
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The main purpose of this paper is to study the nonlinear equation (1.1)(i.e. F 6= 0), which
can not be handled by the methods used for the linear case. Our approach is first to solve a
backward stochastic differential equation (BSDE) with singular coefficients and infinite horizon
to produce a candidate for the solution of the boundary value problem and then to show that
the candidate is indeed a solution. The results we obtained for BSDEs with infinite horizon
are of independent interest.

We would like to mention that the first results on BSDEs and probabilistic interpretation
of solutions of semilinear parabolic PDEs via BSDEs were obtained by Peng and pardoux in
[19], [17] and [18]. There the operator L is smooth and the solution is a viscosity solution. We
stress that the solutions we considered for PDEs in this paper are Soblev (also called weak)
solutions, not viscosity solutions.

In [22], the corresponding Dirichlet problem for the semilinear elliptic PDEs:

{
Lu(x) = −F (x, u(x),∇u(x)), on D
u(x) = Φ(x) on ∂D

(1.4)

was solved. The strategy in [3], [22] is to transform the general operator L by a kind of h-
transform to an operator of the form: L2 =

1
2∇(A∇)+ b ·∇+ q which does not have the ”bad”

term such as ∇(B̂·). This idea is used in current paper too.

The BSDEs we studied are inspired by the ones in [10] where the author gave a probabilistic
interpretation of the solution to the following Neumann problem:

{
(12△− ν)u(x) = 0, on D
∂u
∂n

= φ, on ∂D

The content of the paper as follows. In Section 2, we study the following BSDEs with
infinite horizon:

dY (t) = −F (X(t), Y (t), Z(t))dt + e
∫ t
0
q(X(u))dtΦ(X(s))dLt + 〈Z(t), dM(t)〉,

lim
t→∞

e
∫ t
0
d(X(u))duYt = 0 in L2(Ω), (1.5)

where (X(t))t>0 is the reflecting diffusion associated with an infinitesimal generator of the
form: A = 1

2∇(A∇) + b · ∇, M(t) is the martingale part of X(t), Lt is the boundary local
time of X and d(·) is an appropriate measurable function. The existence and uniqueness of an
L2-solution (Y,Z) is obtained.
In Section 3, we solve the linear PDEs of the form:

{ 1
2∇(A∇u)(x) + b · ∇u(x) + qu(x) = F (x), on D
1
2
∂u
∂γ

(x) = φ(x) on ∂D .
(1.6)

under the condition:

Ex0
[

∫ ∞

0
e
∫ t
0
q(X(u))dudLt] <∞
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for some x0 ∈ D̄. Useful estimates for local time and Girsanov density are proved which will
also be used in subsequent sections.
In Section 4, we obtain the solution of the semilinear PDE:

{ 1
2∇(A∇u)(x) + b · ∇u(x) + qu(x) = G(x, u(x),∇u(x)), on D
1
2
∂u
∂γ

(x) = φ(x) on ∂D .
(1.7)

To this end, we first use the solution (Yx(t), Zx(t)) of the BSDE (1.5) to produce a candidate
u0(x) = Ex[Yx(0)] and then find a solution u of an equation like (1.6) with a given F (x) :=
G(x, u0(x), v0(x)). Finally we identify u with u0. In Section 5, we consider the general problem:

{
Lu(x) = −F (x, u(x)), on D
1
2
∂u
∂γ

(x)− B̂ · n(x)u(x) = Φ(x) on ∂D
. (1.8)

We apply the transformation introduced in [3] to transform the problem (1.8) to a problem
like (1.7). An inverse transformation will yield the solution of the problem (1.8) under the
condition that the Lp norm of B̂ is sufficiently small.
To remove some of the restrictions imposed on B̂ in Section 5, in Section 6, we study the
L1-solutions of the BSDEs (1.5) under appropriate conditions. Our approach is inspired by
the one in [2]. The study of L2-solutions and L1-solutions of the BSDEs (1.5) are carried out
in Section 2 and Section 6 separately because the methods used for these two cases are quite
different.

2 BSDEs with Singular Coefficients and Infinity Horizon

Consider the operator

L1 =
1

2

d∑

i,j=1

∂

∂xi

(
aij(x)

∂

∂xj

)
+

d∑

i=1

bi(x)
∂

∂xi

on the domian D equipped with the Neumann boundary condition:

∂

∂γ
:= 〈An,∇·〉 = 0, on ∂D.

By [13], there exists a unique reflecting diffusion process denoted by (Ω,Ft,Xx(t), Px, θt, x ∈ D)
associated with the generator L1.
Here θ : Ω → Ω is the shift operator defined as follows:

Xx(s)(θt·) = Xx(t+ s), s, t ≥ 0.

Let Ex denote the expectation under the measure Px.
Set b̃ = {b̃1, ..., b̃d}, where b̃i = 1

2

∑
j
∂aij
∂xj

+ bi.

Then the process Xx(t) has the following decomposition:

Xx(t) = Xx(0) +Mx(t) +

∫ t

0
b̃(Xx(s))ds +

∫ t

0
An(Xx(s))dLs, Px − a.s.. (2.1)

5



Here Mx(t) is a Ft square integrable continuous martingale additive functional. And Lt is a
positive increasing continuous additive functional satisfying Lt =

∫ t

0 I{Xx(s)∈∂D}dLs.
We write Xx(t) as X(t) for short in the following discussion.

In this section, we will study the backward stochastic differential equations with singular
coefficients and infinite horizon associated with the martingale part Mx(t) and the local time
Lt. A unique L2 solution of such BSDEs is obtained.

Let g(ω, t, y, z) : Ω × R+ × R × Rd → R be a progressively measurable function. Consider
the following conditions:
(A.1) (y1 − y2)(g(t, y1, z) − g(t, y2, z)) ≤ −a1(t)|y1 − y2|2,
(A.2) |g(t, y, z1)− g(t, y, z2)| ≤ a2|z1 − z2|,
(A.3) |g(t, y, z)| ≤ |g(t, 0, 0)| + a3(t)(1 + |y|).
Here a1(t) and a3(t) are two progressively measurable processes and a2 is a constant.
Set a(t) = −a1(t) + δa22, for some constant δ > 1

2λ , where λ is the constant appeared in (1.3).

Lemma 2.1 Assume the conditions (A.1)-(A.3) and

Ex[

∫ ∞

0
e2

∫ t
0
a(u)du|g(t, 0, 0)|2dt] <∞.

Then there exists a unique solution (Yx(t), Zx(t)) to the following backward stochastic differ-
ential equation:

Yx(t) = Yx(T ) +

∫ T

t

g(s, Yx(s), Zx(s))ds−
∫ T

t

< Zx(s), dMx(s) >, t < T ;

lim
t→∞

e
∫ t
0
a(u)duYx(t) = 0, in L2(Ω). (2.2)

Moreover,

Ex[sup
t
e2

∫ t
0
a(u)du|Yx(t)|2] <∞ and Ex[

∫ ∞

0
e2

∫ s
0
a(u)du|Zx(s)|2ds] <∞. (2.3)

Proof.

Existence:
The proof of this lemma is similar to that of Theorem 3.2 in [22], but the terminal condi-
tions here are different. By Theorem 3.1 in [22], the following BSDE has a unique solution
(Y n

x (t), Zn
x (t)):

Y n
x (t) =

∫ n

t

g(s, Y n
x (s), Zn

x (s))ds −
∫ n

t

< Zn
x (s), dMx(s) >, t ≤ n; (2.4)

and moreover,

Y n
x (t) = 0, Zn

x (t) = 0, t > n.
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Fix t > 0 and n > m > t. It follows that

e2
∫ t
0
a(u)du|Y n

x (t)− Y m
x (t)|2 +

∫ ∞

t

e2
∫ s
0
a(u)du〈A(X(s))(Zn

x (s)− Zm
x (s)), (Zn

x (s)− Zm
x (s))〉ds

= −2

∫ n

t

a(s)e2
∫ s
0
a(u)du|Y n

x (s)− Y m
x (s)|2ds

+2

∫ n

t

e2
∫ s
0
a(u)du(Y n

x (s)− Y m
x (s))(g(s, Y n

x (s), Zn
x (s))− g(s, Y m

x (s), Zm
x (s)))ds

+2

∫ n

m

e2
∫ s
0
a(u)du(Y n

x (s)− Y m
x (s))g(s, 0, 0)ds

−2

∫ n

t

e2
∫ s
0
a(u)du(Y n

x (s)− Y m
x (s)) < Zn

x (s)− Zm
x (s), dMx(t) >

Choose two positive numbers δ1 and δ2 such that δ1 >
1
2λ and δ1 + δ2 < δ. Then from

2

∫ n

t

e2
∫ s
0
a(u)du(Y n

x (s)− Y m
x (s))(g(s, Y n

x (s), Zn
x (s))− g(s, Y m

x (s), Zm
x (s)))ds

≤ −2

∫ n

t

a1(s)e
2
∫ s
0
a(u)du|Y n

x (s)− Y m
x (s)|2ds

+2δ1a
2
2

∫ n

t

e2
∫ s
0
a(u)du|Y n

x (s)− Y m
x (s)|2ds

+
1

2λδ1

∫ n

t

e2
∫ s
0
a(u)du〈A(X(s))(Zn

x (s)− Zm
x (s)), (Zn

x (s)− Zm
x (s))〉ds

and

2

∫ n

m

e2
∫ s
0
a(u)du(Y n

x (s)− Y m
x (s))g(s, 0, 0)ds

≤ 2δ2a
2
2

∫ n

m

e2
∫ s
0
a(u)du|Y n

x (s)− Y m
x (s)|2ds+ 1

2δ2a
2
2

∫ n

m

e2
∫ s
0
a(u)du|g(s, 0, 0)|2ds,

it follows that

Ex[e
2
∫ t
0
a(u)du|Y n

x (t)− Y m
x (t)|2] + 1

λ
(1− 1

2λδ1
)Ex[

∫ ∞

t

e2
∫ s
0
a(u)du|Zn

x (s)− Zm
x (s)|2ds]

≤ 1

2δ2a22
Ex[

∫ n

m

e2
∫ s
0
a(u)du|g(s, 0, 0)|2ds].

This implies that

Ex[

∫ ∞

0
e2

∫ s
0
a(u)du|Zn

x (s)− Zm
x (s)|2ds] → 0, as m, n→ ∞.

Hence there exists Z̃x such that

Z̃x = lim
n→∞

e
∫
·

0
a(u)duZn

x in L2([0,∞) × Ω).
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At the same time, we also obtain the following estimates:

sup
t
e2

∫ t
0
a(u)du|Y n

x (t)− Y m
x (t)|2

≤ 1

2δ2a22

∫ n

m

e2
∫ s
0
a(u)du|g(s, 0, 0)|2ds

+2 sup
t

|
∫ n

t

e2
∫ s
0
a(u)du(Y n

x (s)− Y m
x (s)) < Zn

x (s)− Zm
x (s), dMx(t) > |.

Taking expectation on both sides of the above inequality, by BDG inequality, we obtain

Ex[sup
t
e2

∫ t
0
a(u)du|Y n

x (t)− Y m
x (t)|2]

≤ 1

2δ2a
2
2

Ex[

∫ n

m

e2
∫ s
0
a(u)du|g(s, 0, 0)|2ds]

+C1Ex[{
∫ n

t

e4
∫ s
0
a(u)du|Y n

x (s)− Y m
x (s)|2|Zn

x (s)− Zm
x (s)|2ds} 1

2 ]

≤ 1

2δ2a
2
2

Ex[

∫ n

m

e2
∫ s
0
a(u)du|g(s, 0, 0)|2ds] + 1

2
Ex[sup

t
e2

∫ t
0
a(u)du|Y n

x (t)− Y m
x (t)|2]

+C2Ex[

∫ ∞

0
e2

∫ s
0
a(u)du|Zn

x (s)− Zm
x (s)|2ds]

Thus

Ex[sup
t
e2

∫ t
0
a(u)du|Y n

x (t)− Y m
x (t)|2]

≤ 1

δ2a
2
2

Ex[

∫ n

m

e2
∫ s
0
a(u)du|g(s, 0, 0)|2ds] + 2C2Ex[

∫ ∞

0
e2

∫ s
0
a(u)du|Zn

x (s)− Zm
x (s)|2ds]

→ 0, as m, n→ ∞.

So, there exists {Ỹx(t)} such that

lim
n→∞

Ex[sup
t

|Ỹx(t)− e
∫ t
0
a(u)duY n

x (t)|2] = 0.

For any ε > 0, there exist a positive number N such that for any n ≥ N ,

Ex[sup
t

|Ỹx(t)− e
∫ t
0
a(u)duY n

x (t)|2] < ε

2
.

For t > N , noticing Y N
x (t) = 0, it follows that

Ex[|Ỹx(t)|2] ≤ 2Ex[|Ỹx(t)− e
∫ t
0
a(u)du|Y N

x (t)|2] + 2Ex[e
2
∫ t
0
a(u)du|Y N

x (t)|2]
≤ 2Ex[sup

t
|Ỹx(t)− e

∫ t
0
a(u)du|Y N

x (t)|2] + 2Ex[e
2
∫ t
0
a(u)du|Y N

x (t)|2]
< ε.
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Thus we have lim
t→0

Ex[|Ỹx(t)|2] = 0.

By chain rule, it is easy to see from (2.4) that

Yx(t) = e−
∫ t
0
a(u)duỸx(t) and Zx(t) = e−

∫ t
0
a(u)duZ̃x(t)

satisfy the equation (2.2) and

lim
t→∞

Ex[e
2
∫ t
0
a(u)du|Yx(t)|2] = lim

t→∞
Ex[|Ỹx(t)|2] = 0.

From the above proof, we also see that (2.3) holds.
Uniqueness:
Suppose that (Y 1

x , Z
1
x) and (Y 2

x , Z
2
x) are two solutions of the equation (2.2).

Set Ȳx(t) = Y 1
x (t)− Y 2

x (t) and Z̄x(t) = Z1
x(t)− Z2

x(t) . Then

d(e
∫ t
0
a(u)duȲx(t)) = −e

∫ t
0
a(u)du(g(t, Y 1

x (t), Z
1
x(t))− g(t, Y 2

x (t), Z
2
x(t)))dt

+ a(t)e
∫ t
0
a(u)duȲx(t)dt

+ e
∫ t
0
a(u)du〈Z̄x(t), dMx(t)〉. (2.5)

By Ito’s formula, we get, for any t < T ,

e2
∫ t
0
a(u)du|Ȳx(t)|2 +

∫ T

t

e2
∫ t
0
a(u)du〈A(X(s))Z̄x(s), Z̄x(s)〉ds

= e2
∫ T
0

a(u)du|Ȳx(T )|2 + 2

∫ T

t

e2
∫ s
0
a(u)duȲx(s)(g(s, Y

1
x (s), Z

1
x(s))− g(s, Y 2

x (s), Z
2
x(s)))ds

−2

∫ T

t

a(s)e2
∫ s
0
a(u)du|Ȳx(s)|2ds

−2

∫ T

t

a(s)e2
∫ s
0
a(u)duȲx(s)〈Z̄x(s), dMx(s)〉 (2.6)

By condition (A.1) and (A.2), we have

2

∫ T

t

e2
∫ s
0
a(u)duȲx(s)(g(s, Y

1
x (s), Z

1
x(s))− g(s, Y 2

x (s), Z
2
x(s)))ds

= 2

∫ T

t

e2
∫ s
0
a(u)duȲx(s)(g(s, Y

1
x (s), Z

1
x(s))− g(s, Y 2

x (s), Z
1
x(s)))ds

+ 2

∫ T

t

e2
∫ s
0
a(u)duȲx(s)(g(s, Y

2
x (s), Z

1
x(s))− g(s, Y 2

x (s), Z
2
x(s)))ds

≤ −2

∫ T

t

a1(s)e
2
∫ s
0
a(u)du|Ȳx(s)|2ds+ a2

∫ T

t

e2
∫ s
0
a(u)duȲx(s)|Z̄x(s)|ds

≤ −2

∫ T

t

a1(s)e
2
∫ s
0
a(u)du|Ȳx(s)|2ds+ c′a2

∫ T

t

e2
∫ s
0
a(u)du|Ȳx(s)|2ds

+a2
1

c′λ

∫ T

t

e2
∫ s
0
a(u)du|Z̄x(s)|2ds. (2.7)
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Choosing c′ = 2δa2, we obtain

|e
∫ t
0
a(u)duȲx(t)|2 + (1− 1

2δλ
)

∫ T

t

e2
∫ t
0
a(u)du〈A(X(s))Z̄x(s), Z̄x(s)〉ds

≤ e2
∫ T
0

a(u)du|Ȳx(T )|2 − 2

∫ T

t

a(s)e2
∫ s
0
a(u)duȲx(s)〈Z̄x(s), dMx(s)〉 (2.8)

Taking expectation on both sides of the above inequality, we get that, for any t < T ,

Ex[e
2
∫ t
0
a(u)du|Ȳx(t)|2] ≤ Ex[e

2
∫ T
0

a(u)du|Ȳx(T )|2].

For both Y 1 and Y 2 satisfy the terminal condition in (2.2), so that

lim
T→∞

Ex[e
2
∫ T
0

a(u)du|Ȳx(T )|2] = 0,

which leads to Ex[e
2
∫ t
0
a(u)du|Ȳx(t)|2] = 0.

We conclude that Y 1
x (t) = Y 2

x (t) and Z
1
x(t) = Z2

x(t). �

We now want to apply Lemma 2.1 to a particular situation.
Let F (x, y, z) : Rd × R × Rd → R be a Borel measurable function. Consider the following
conditions:
(D.1) (y1 − y2)(F (x, y1, z)− F (x, y2, z)) ≤ −d1(x)|y1 − y2|2,
(D.2) |F (x, y, z1)− F (x, y, z2)| ≤ d2|z1 − z2|,
(D.3) |F (x, y, z)| ≤ |F (x, 0, z)| +K(x)(1 + |y|).
Set d(x) = −d1(x) + δd22 for some constant δ > 1

2λ .
The follows result follows from Lemma 2.1.

Lemma 2.2 Assume the conditions (D.1)-(D.3) and

Ex[

∫ ∞

0
e2

∫ t
0
d(X(u))du|F (X(t), 0, 0)|2dt] <∞.

Then there exists a unique solution (Yx(t), Zx(t)) to the following equation:

Yx(t) = Yx(T ) +

∫ T

t

F (X(s), Yx(s), Zx(s))ds −
∫ T

t

< Zx(s), dMx(s) >, t < T ;

lim
t→∞

e
∫ t
0
d(X(u))duYx(t) = 0, in L2(Ω). (2.9)

Consider the following condition instead of (D.3).
(D.3)′ |F (X(t), y, z)| ≤ K(t), for any y ∈ R and z ∈ Rd.

Let Φ be a bounded measurable function defined on ∂D, and function q̃ ∈ Lp(D), for p > d
2 .

The following theorem is the main result in this section.
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Theorem 2.1 Assume the conditions (D.1), (D.2) and (D.3)’,

Ex0
[

∫ ∞

0
e
∫ s
0
q̃(X(u))dudLs] <∞

for some x0 ∈ D and for x ∈ D,

Ex[

∫ ∞

0
e2

∫ t
0
d(X(u))du{e2

∫ t
0
q̃(X(u))du + |K(t)|2}dt] <∞. (2.10)

Then there exists a unique solution (Yx, Zx) to the following BSDE:

Yx(t) = Yx(T ) +

∫ T

t

F (X(s), Yx(s), Zx(s))ds −
∫ T

t

e
∫ s
0
q̃(X(u))dtΦ(X(s))dLs

−
∫ T

t

〈Zx(s), dMx(s)〉, for t < T, (2.11)

and

lim
t→∞

e
∫ t
0
d(X(u))duYt = 0 in L2(Ω). (2.12)

Proof.

Uniqueness:
Suppose that (Y 1

x , Z
1
x) and (Y 2

x , Z
2
x) are two solutions of the equation (2.11) satisfying (2.12).

Set Ȳx(t) = Y 1
x (t)− Y 2

x (t) and Z̄x(t) = Z1
x(t)− Z2

x(t) . Then

d(e
∫ t
0
d(X(u))duȲx(t)) = −e

∫ t
0
d(X(u))du(F (X(t), Y 1

x (t), Z
1
x(t))− F (X(t), Y 2

x (t), Z
2
x(t)))dt

+ d(X(t))e
∫ t
0
d(X(u))duȲx(t)dt

+ e
∫ t
0
d(X(u))du〈Z̄x(t), dMx(t)〉. (2.13)

By Ito’s formula, we get, for any t < T ,

e2
∫ t
0
d(X(u))du|Ȳx(t)|2 +

∫ T

t

e2
∫ t
0
d(X(u))du〈A(X(s))Z̄x(s), Z̄x(s)〉ds

= e2
∫ T
0

d(X(u))du|Ȳx(T )|2

+ 2

∫ T

t

e2
∫ s
0
d(X(u))duȲx(s)(F (X(s), Y 1

x (s), Z
1
x(s))− F (X(s), Y 2

x (s), Z
2
x(s)))ds

− 2

∫ T

t

d(X(s))e2
∫ s
0
d(X(u))du|Ȳx(s)|2ds

− 2

∫ T

t

d(X(s))e2
∫ s
0
d(X(u))duȲx(s)〈Z̄x(s), dMx(s)〉 (2.14)

By (D.1) and (D.2), we have

2

∫ T

t

e2
∫ s
0
d(X(u))duȲx(s)(F (X(s), Y 1

x (s), Z
1
x(s))− F (X(s), Y 2

x (s), Z
2
x(s)))ds

11



= 2

∫ T

t

e2
∫ s
0
d(X(u))duȲx(s)(F (X(s), Y 1

x (s), Z
1
x(s))− F (X(s), Y 2

x (s), Z
1
x(s)))ds

+ 2

∫ T

t

e2
∫ s
0
d(X(u))duȲx(s)(F (X(s), Y 2

x (s), Z
1
x(s))− F (X(s), Y 2

x (s), Z
2
x(s)))ds

≤ −2

∫ T

t

d1(X(s))e2
∫ s
0
d(X(u))du|Ȳx(s)|2ds + d2

∫ ∞

t

e2
∫ s
0
d(X(u))duȲx(s)|Z̄x(s)|ds

≤ −2

∫ T

t

d1(X(s))e2
∫ s
0
d(X(u))du|Ȳx(s)|2ds + cd2

∫ T

t

e2
∫ s
0
d(X(u))du|Ȳx(s)|2ds

+d2
1

cλ

∫ T

t

e2
∫ s
0
d(X(u))du|Z̄x(s)|2ds. (2.15)

Choosing c = 2δd2, we obtain from (2.15)

|e−
∫ t
0
d(X(u))duȲx(t)|2 + (1− 1

2δλ
)

∫ T

t

e−2
∫ t
0
d(X(u))du〈A(X(s))Z̄x(s), Z̄x(s)〉ds

≤ e2
∫ T
0

d(X(u))du|Ȳx(T )|2 − 2

∫ T

t

d(X(s))e−2
∫ s
0
d(X(u))duȲx(s)〈Z̄x(s), dMx(s)〉 (2.16)

Taking expectation on both sides of the above inequality and letting T tend to infinity, we
obtain that

Ex[e
2
∫ t
0
d(X(u))du|Ȳx(t)|2] = 0

We conclude that Y 1
x (t) = Y 2

x (t) and hence from (2.16), Z1
x(t) = Z2

x(t).

Existence:
First of all, the assumption (2.10) implies (see [?])

sup
x
Ex[

∫ ∞

0
e
∫ s
0
q̃(X(u))dudLs] <∞.

1◦: There exists (px(t), qx(t)) such that

dpx(t) = e
∫ t
0
q̃(X(u))duΦ(X(t))dLt+ < qx(t), dMx(t) >, (2.17)

and e
∫ t
0
d(X(u))dupx(t) → 0 as t→ ∞ in L2(Ω).

In fact, let

px(t) := −Ex[

∫ ∞

t

e
∫ s
0
q̃(X(u))duΦ(X(s))dLs|Ft]

=

∫ t

0
e
∫ s
0
q̃(X(u))duΦ(X(s))Ls −Ex[

∫ ∞

0
e
∫ s
0
q̃(X(u))duΦ(X(s))dLs|Ft].

(2.18)

By the martingale representation theorem in [22], there exists a process qx(t), such that

− Ex[

∫ ∞

0
e
∫ s
0
q̃(X(u))duΦ(X(s))dLs|Ft] = − Ex[

∫ ∞

0
e
∫ s
0
q̃(X(u))duΦ(X(s))dLs]

+

∫ t

0
< qx(s), dMx(s) > . (2.19)

12



Then (px, qx) satisfies the equation (2.17).
Moreover,

px(t) := −Ex[

∫ ∞

t

e
∫ s
0
q̃(X(u))duΦ(X(s))dLs|Ft]

= −e
∫ t
0
q̃(X(u))duEx[

∫ ∞

t

e
∫ s
t q̃(X(u))duΦ(X(s))dLs|Ft]

= −e
∫ t
0
q̃(X(u))duEx[

∫ ∞

0
e
∫ s+t
t

q̃(X(u))duΦ(X(s + t))dLs+t|Ft]

= −e
∫ t
0
q̃(X(u))duEx[

∫ ∞

0
e
∫ s
0
q̃(X(u+t))duΦ(X(s + t))dLs+t|Ft]

= −e
∫ t
0
q̃(X(u))duEX(t)[

∫ ∞

0
e
∫ l
0
q̃(X(u))duΦ(X(l))dLl] (2.20)

The last equality follows from the fact that Lt+s = Lt + Ls ◦ θt. Therefore,

sup
x

|px(t)| ≤ e
∫ t
0
q̃(X(u))du sup

x∈D
|Φ(x)| · sup

x∈D̄

Ex[

∫ ∞

0
e
∫ t
0
q̃(X(u))dudLt].

Set M = sup
x∈D

|Φ(x)| · sup
x∈D̄

Ex[

∫ ∞

0
e
∫ t
0
q̃(X(u))dudLt].

In view of (2.10), we have lim
t→∞

e
∫ t
0
(d+q̃)(X(u))du = 0 in L2(Ω).

Hence,

e
∫ t
0
d(X(u))dupx(t) ≤Me

∫ t
0
(d+q̃)(X(u))du → 0 as t→ ∞, in L2(Ω). (2.21)

2◦ : Set g(t, y, z) = F (X(t), px(t) + y, qx + z). Then

(y1 − y2)(g(t, y1, z)− g(t, y2, z))

= (y1 − y2)(F (X(t), px(t) + y1, qx + z)− F (X(t), px(t) + y2, qx + z))

≤ −d1(X(t))|y1 − y2|2. (2.22)

and

|g(t, y, z1)− g(t, y, z2)| = |F (X(t), px(t) + y, qx + z1)− F (X(t), px(t) + y, qx + z1)|
≤ d2|z1 − z2|. (2.23)

Moreover,

Ex[

∫ ∞

0
e2

∫ t
0
d(X(u))du|g(X(t), 0, 0)|2dt]

≤ Ex[

∫ ∞

0
e2

∫ t
0
d(X(u))du|F (X(t), px(t), qx(t))|2dt]

≤ Ex[

∫ ∞

0
e2

∫ t
0
d(X(u))du|K(t)|2dt]

< ∞. (2.24)
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g satisfies all the conditions of the Lemma 2.2. Hence, there exist processes (kx, lx) such that

dkx(t) = −g(t, kx(t), lx(t))dt+ < lx(t), dMx(t) >,

and
e
∫ t
0
d(X(u))dukx(t) → 0,

as t→ ∞.
Putting Yx(t) = px(t) + kx(t) and Zx(t) = qx(t) + lx(t), we find that (Yx(t), Zx(t)) satisfies the
following equation

dYx(t) = e
∫ t
0
q̃(X(u))duφ(X(t))dLt − F (t, Yx(t), Zx(t))dt+ < Zx(t), dMx > .

and
lim
t→∞

e
∫ t
0
d(X(u))duYt = 0.

Corollary 2.1 Suppose all the assumptions in Theorem 2.1 hold. If, in addition,

sup
x
Ex[

∫ ∞

0
e
∫ t
0
d(X(u))du|K(t)|2dt] <∞,

then it follows that

sup
x∈D

|Yx(0)| <∞.

Proof.

As shown in the proof of Theorem 2.1, Yx(t) has the decomposition: Yx(t) = px(t) + kx(t).
Setting t = 0 in (2.20), it follows that

|px(0)| ≤ EX(t)[|
∫ ∞

0
e
∫ l
0
q̃(X(u))duΦ(X(l))dLl|]

≤ ‖Φ‖∞ sup
x
Ex[

∫ ∞

0
e
∫ l
0
q̃(X(u))dudLl]

< ∞. (2.25)

By Ito’s formula, we obtain

de2
∫ t
0
d(X(u))du|kx(t)|2 = −2e2

∫ t
0
d(X(u))dukx(t)g(t, kx(t), lx(t))dt

+ 2e2
∫ t
0
d(X(u))dukx(t)d(X(t))dt + 2e2

∫ t
0
d(X(u))dukx(t) < lx(t), dMx(t) >

+ e2
∫ t
0
d(X(u))du〈A(X(t))lx(t), lx(t)〉dt

Choosing two positive numbers δ1 and δ2 such that δ1 >
1
2λ and δ1+δ2 < δ, similar calculations

as in the proof of Theorem 2.1 yield that, for any t < T ,

Ex[e
2
∫ t
0
d(X(u))du|kx(t)|2] +

1

λ
(1− 1

2λδ1
)Ex[

∫ T

t

e2
∫ s
0
d(X(u))du|lx(s)|2ds]

≤ Ex[e
2
∫ T
t

d(X(u))du|kx(T )|2] +
1

2δ2d
2
2

Ex[

∫ T

t

e2
∫ s
0
d(X(u))du|g(s, 0, 0)|2ds].
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Setting t = 0, we have

|kx(0)|2 = Ex[|kx(0)|2] ≤ Ex[e
2
∫ T
0

d(X(u))du|kx(T )|2]

+
1

2δ2d
2
2

Ex[

∫ T

0
e2

∫ s
0
d(X(u))du|g(s, 0, 0)|2ds].

Let T → ∞ to obtain that

sup
x

|kx(0)| ≤
(

1

2δ2d22
sup
x
Ex[

∫ ∞

0
e2

∫ s
0
d(X(u))du|g(s, 0, 0)|2ds]

) 1

2

<∞,

where the fact that e2
∫ T
0

d(X(u))dukx(T ) → 0 as T → ∞, has been used. Hence, we have
sup
x

|Yx(0)| ≤ sup
x

|px(0)| + sup
x

|kx(0)| <∞.

3 Linear PDEs

Set

L2 =
1

2
∇ · (A∇) + b · ∇+ q

where b = (b1, ..., bd) is a Rd-valued Borel measurable function, and q is a Borel measurable
function on Rd such that:

ID(|b|2 + |q|) ∈ Lp(D), p >
d

2
.

In this section, we solve the following linear boundary value problem:

{ 1
2∇ · (A∇u)(x) + b · ∇u(x) + q(x)u(x) = F (x), on D
1
2
∂u
∂γ

(x) = φ on ∂D ,
(3.1)

where F and φ are bounded measurable functions on D.

It is well known that operator L2 defined on a bounded domain D with Neumann bound-
ary condition ∂u

∂γ
(x) = 0 is associated with the quadratic form:

E(f, g) : = −
∫

D

L2f(x)g(x)dx

=
1

2

∫

D

〈A∇f,∇g〉dx−
∫

D

b · ∇f(x)g(x)dx −
∫

D

q(x)f(x)g(x)dx

Definition 3.1 A bounded continuous function u(x) defined on D is a weak solution of the
problem (3.1) if u ∈W 1,2(D), and for any g ∈ C∞(D),

E(u, g) =
∫

∂D

φ(x)g(x)σ(dx) −
∫

D

F (x)g(x)dx,

where σ denotes the d− 1 dimensional Lebesgue measure on ∂D.
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Consider the operator

L0 =
1

2
∇ · (A∇u) (3.2)

on domain D with boundary condition ∂u
∂γ

= 0 on ∂D.

L0 is associated with a reflecting diffusion process (X0, P 0
x ). By [13], X0 has the following

decomposition:

dX0
t = σ(X0

t )dWt +
1

2
∇A(X0

t )dt+ γ(X0
t )dL

0
t ,

L0
t =

∫ t

0
I{X0

s∈∂D}dL
0
s, (3.3)

where the matrix σ(x) is the positive definite symmetric square root of the matrix A(x) and
{Wt}t>0 is a d-dimensional standard Brownian motion.
It is well known that operator L0 is associated with the regular Dirichlet form:

E0(u, v) =
1

2

∫

D

aij
∂u

∂xi

∂v

∂xj
dx

and the domain of E0 is W 1,2(D) := {u ∈ L2(D) : ∂u
∂xi

∈ L2(D)}.

The following lemma can be proved similarly as the Corollary 3.8 in [11] using the heat kernel
estimates in [21].

Lemma 3.1 There exists a constant K > 0, such that

sup
x∈D̄

E0
x[L

0
t ] ≤ K

√
t and inf

x∈D̄
E0

x[L
0
t ] > 0.

Moreover, we have supx∈D̄ E
0
x[(L

0
t )

n] ≤ Knt
n
2 , for some constant Kn > 0.

Set M0
t =

∫ t

0 σ(X
0
s )dWs and

Zt = e
∫ t
0
<A−1b(X0

s ),dM
0
s>− 1

2

∫ t
0
bA−1b∗(X0

s )ds+
∫ t
0
q(X0

s )ds, (3.4)

where b∗ is the transpose of the row vector b.

The proof of the following two lemmas are inspired by that of the Lemma 2.1 and Theorem
2.2 in [11].

Lemma 3.2 For t > 0, there are two strictly positive functions M1(t) and M2(t) such that,
for any x ∈ D, M1(t) ≤ E0

x[
∫ t

0 ZsdL
0
s] ≤M2(t). Furthermore, M2(t) → 0 as t→ 0.
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Proof.

1◦: Put

M̃(t) = e
∫ t
0
<A−1b(X0

s ),dM
0
s>− 1

2

∫ t
0
bA−1b∗(X0

s )ds, (3.5)

eq(t) = e
∫ t
0
q(X0

s )ds,

Mq(t) = sup
x∈D

E0
x[

∫ t

0
|q(X0

s )|ds].

Then we have

sup
x∈D

E0
x[

∫ t

0
ZsdL

0
s] = sup

x∈D

E0
x[

∫ t

0
M̃(s)eq(s)dL

0
s]

≤ sup
x∈D

E0
x[ max

0≤s≤t
|M̃(s)|2] 12 · sup

x∈D

E0
x[e2|q|(t)(L

0
t )

2]
1

2

≤ sup
x∈D

E0
x[|M̃ (t)|2] 12

︸ ︷︷ ︸
(I)

· sup
x∈D

E0
x[e4|q|(t)]

1

4

︸ ︷︷ ︸
(II)

· sup
x∈D

E0
x[(L

0
t )

4]
1

4

︸ ︷︷ ︸
(III)

(3.6)

By Khash’Minskii’s lemma and Theorem 2.1 in [15], (I) and (II) are bounded if t belongs to
a bounded interval. Because of E0

x[(L
0
t )

n] ≤ Knt
n
2 , we see that M2(t) := K(I)(II)

√
t is the

required upper bound.
2◦: Since

E0
x[L

0
t ]
2 ≤ E0

x[

∫ t

0
M̃−1(s)e−q(s)dL

0
s] · E0

x[

∫ t

0
M̃(s)eq(s)dL

0
s], (3.7)

we obtain

E0
x[

∫ t

0
M̃(s)eq(s)dL

0
s] ≥

E0
x[L

0
t ]
2

E0
x[
∫ t

0 M̃
−1(s)e−q(s)dL0

s]
. (3.8)

Here

M̃−1(t) = e−
∫ t
0
<A−1b(X0

s ),dM
0
s>+ 1

2

∫ t
0
bA−1b∗(X0

s )ds

= e−
∫ t
0
<A−1b(Xs),dM0

s>− 1

2

∫ t
0
bA−1b∗(X0

s )ds · e
∫ t
0
bA−1b∗(X0

s )ds

:= N(t) · e
∫ t
0
bA−1b∗(X0

s )ds (3.9)

By the proof of the first part, replacing M̃t, q by Nt and bA
−1b∗− q respectively, it is seen that

there exists K(t) > 0 such that supx∈D E
0
x[
∫ t

0 M̃
−1(s)e−q(s)dL

0
s] ≤ K(t).

As infx∈D E
0
x[L

0
t ] > 0, we complete the proof of the lemma by setting M1(t) =

infx∈D E0
x[L

0
t ]

2

K(t) .�

Set G(x) := E0
x[
∫∞
0 ZsdL

0
s].

Lemma 3.3 If there is a point x0 ∈ D, such that G(x0) < ∞, then there are two positive
constants K and β such that supx∈D E

0
x[Zt] ≤ Ke−βt.
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Proof.

By Girsanov Theorem and Feymann-Kac formula, L2 = 1
2∇ · (A∇) + b · ∇ + q is associated

with the semigroup {Tt}t>0, where Ttf(x) = E0
x[Ztf(X

0
t )] for f ∈ L2(D).

By the upper and lower bound estimates of the heat kernel p2(t, x, y) associated with Tt in
[21], the following inequality holds,

c−1

∫

D

f(x)dx ≤ E0
x[Z1f(X

0
1 )] ≤ c

∫

D

f(x)dx, (3.10)

where c is a positive constant. Since

G(x) =

∞∑

n=0

E0
x[ZnE

0
X0

n
[

∫ 1

0
ZsL

0(ds)]] ≥M1(1)

∞∑

n=0

E0
x[Zn]

and G(x0) <∞, there is a positive integer number N such that

1

2c2
≥ E0

x0
[ZN ] = E0

x0
[Z1E

0
X1

[ZN−1]] ≥ c−1

∫

D

E0
x[ZN−1]m(dx).

This implies ∫

D

E0
x[ZN−1]m(dx) ≤ 1

2c
.

Thus

sup
x∈D

E0
x[ZN ] = sup

x∈D

E0
x[Z1E

0
X1

[ZN−1]] ≤ c

∫

D

E0
x[ZN−1]m(dx) ≤ 1

2
. (3.11)

For any t > 0, there exists a positive number n such that t
N

∈ [n − 1, n). Then by (3.11), it
follows that

E0
x[Zt] ≤

1

2n−1
E0

x[Zt−N(n−1)] ≤
(

sup
x∈D,0≤t≤N

E0
x[Zt]

)
1

2n−1

≤ 2 sup
x∈D,0≤t≤N

E0
x[Zt]e

− ln2

N
t.� (3.12)

Theorem 3.1 If there exists x0 ∈ D such that G(x0) <∞, then there exists a unique bounded
continuous weak solution of the problem (3.1):

Proof.

Existence :
Due to Theorem 3.2 in [4], there exists a unique, bounded, continuous weak solution u2 of the
following problem:

{
L2u2(x) = 0, on D
1
2
∂u2

∂γ
(x) = φ on ∂D .

(3.13)
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Thus by the linearity of the problem (3.1), we only need to show that the following problem
has a bounded continuous weak solution:

{
L2u1(x) = F (x), on D
∂u1

∂γ
(x) = 0 on ∂D

(3.14)

The semigroup associated with operator L2 is {Tt, t > 0}. By Lemma 3.3, we have

sup
x∈D

|TtF (x)| = sup
x∈D

|E0
x[ZtF (X

0
t )]| ≤ Ke−βt‖F‖∞.

Then

u1(x) :=

∫ ∞

0
TtF (x)dt

is well defined and has the following bound:

sup
x∈D

|u1(x)| ≤
K

β
‖F‖∞.

The function u1(x) is also continuous on D.
In fact, fixing any x ∈ D and ǫ > 0, we can firstly choose a constant t0 > 0, such that
supz∈D |

∫ t0
0 TsF (z)ds| < ǫ

3 . And because Tt0u1(x) is continuous, there exists a constant δ > 0,
such that for any y with |y − x| < δ, |Tt0u1(x)− Tt0u1(y)| ≤ ǫ

3 .
We find that

Ttu1(x) = E0
x[Ztu1(X

0
t )] = E0

x[Zt

∫ ∞

0
EX0

t
[ZsF (X

0
s )]ds]

=

∫ t

0
E0

x[Zt+su1(X
0
t+s)]ds

=

∫ ∞

t

TsF (x)ds

= u1(x)−
∫ t

0
TsF (x)ds. (3.15)

For any y satisfying |y − x| < δ, it follows that

|u1(x)− u1(y)| ≤ |Tt0u1(x)− Tt0u1(y)|+ |
∫ t0

0
TsF (x)ds|+ |

∫ t0

0
TsF (y)ds| ≤ ǫ. (3.16)

This implies that the function u1 is continuous on domain D.
Denote the resolvents associated with operator L2 by {Gβ , β > 0}. Note that

Gβu1(x) =

∫ ∞

0
e−βtTtu1(x)dt

=

∫ ∞

0
e−βtu1(x)dt−

∫ ∞

0
e−βt

∫ t

0
TsF (x)dsdt
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=
1

β
u1(x)−

∫ ∞

0

∫ t

0
e−βtTsF (x)dsdt

=
1

β
u1(x)−

∫ ∞

0
TsF (x)(

∫ ∞

s

e−βtdt)ds

=
1

β
u1(x)−

1

β
GβF (x). (3.17)

We have
β(u1(x)− βGβu1(x)) = βGβF (x).

Therefore,

lim
β→∞

∫

D

β(u1(x)− βGβu1(x))u1(x)dx = lim
β→∞

∫

D

βGβF (x)u(x)dx =

∫

D

F (x)u1(x)dx <∞.

This implies that u1 ∈ D(E) (see [16]) and u1 is a weak solution of equation (3.14). By the
linearity, u = u1 + u2 is a bounded continuous weak solution of equation (3.1).
Uniqueness :
Let v1 and v2 be two bounded continuous weak solutions of the equation (3.1). Then v1 − v2
is the solution of equation (3.13) with φ = 0. Then by the uniqueness of the equation (3.13)
proved in [4], we know that v1 = v2. �

4 Semilinear PDEs

Recall that

L1 =
1

2

d∑

i,j=1

∂

∂xi

(
aij(x)

∂

∂xj

)
+

d∑

i=1

bi(x)
∂

∂xi

and L2 = L1 + q are two operators both defined on the domain D and equipped with the
Neumann boundary condition ∂

∂γ
= 0 on ∂D.

(Ω,Ft,X(t), Px, x ∈ D) is the reflecting diffusion process associated with the operator L1 with
the decomposition introduced in (2.1).

In this section, we solve the following semilinear boundary value problem:

{
L2u(x) = −G(x, u(x),∇u(x)), on D
1
2
∂u
∂γ

(x) = φ(x) on ∂D
(4.1)

Let E(·, ·) be the quadratic form associated with the operator L2:

E(u, v) = 1

2

∫

D

< A∇u,∇v > dx−
∫

D

< b,∇u > vdx−
∫

D

quvdx.
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Definition 4.1 A bounded continuous function u(x) defined on D is called a weak solution of
the equation (4.1) if u ∈W 1,2(D), and for any g ∈ C∞(D),

E(u, g) =
∫

∂D

φ(x)g(x)σ(dx) +

∫

D

G(x, u(x),∇u(x))g(x)dx.

Recall that Lt is the boundary local time of X(t) defined in (2.1) and L0
t is the boundary local

time of X0
t in (3.3).

As a consequence of the Girsanov theorem, we have:

Lemma 4.1 Suppose that the function f satisfies Ex[
∫ T

0 e
∫ t
0
f(X(u))dudLt] <∞. Then it holds

that

Ex[

∫ T

0
e
∫ t
0
f(X(u))dudLt] = E0

x[

∫ T

0
M̃te

∫ t
0
f(X0

u)dudL0
t ],

where M̃t was defined in (3.5).

The following lemma is deduced from Theorem 3.2 in [4].

Lemma 4.2 Suppose that the function q̃ ∈ Lp(D) and p > d
2 . If there exists some point

x0 ∈ D, such that

Ex0
[

∫ ∞

0
e
∫ t
0
q̃(X(u))dudLt] <∞, (4.2)

then it holds that

sup
x
Ex[

∫ ∞

0
e
∫ t
0
q̃(X(u))dudLt] <∞.

Let G(x, y, z) : Rd ×R×Rd → R be a bounded Borel measurable function. Introduce the
following conditions:
(H.1) (y1 − y2)(G(x, y1, z)−G(x, y2, z)) ≤ −h1(x)|y1 − y2|2,
(H.2) |G(x, y, z1)−G(x, y, z2)| ≤ h2|z1 − z2|.
Set h(t) = −h1(X(t)) + δh22 + q(X(t)) and h̃(t) = −h1(X(t)) + δh22 for some constant δ > 1

2λ .

Theorem 4.1 Suppose that the conditions (H.1) and (H.2) are satisfied. Assume

Ex1
[

∫ ∞

0
e2

∫ t
0
(q(X(u))+h̃(u))dudt] <∞, for some x1 ∈ D, (4.3)

and there exists some point x0 ∈ D, such that

Ex0
[

∫ ∞

0
e
∫ t
0
q(X(u))dudLt] <∞. (4.4)

Then the semilinear Neumann boundary value problem (4.1) has a unique continuous weak
solution.
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Proof.

Set
G̃(X(t), y, z) := e

∫ t
0
q(X(u))dtG(x, e−

∫ t
0
q(X(u))dty, e−

∫ t
0
q(X(u))dtz).

Then

(y1 − y2)(G̃(X(t), y1, z)− G̃(X(t), y2, z)) ≤ −h1(x)|y1 − y2|2 (4.5)

and

|G̃(X(t), y, z1)− G̃(X(t), y, z2)| ≤ h2|z1 − z2|. (4.6)

Note that
G̃(X(t), y, z) ≤ e

∫ t
0
q(X(u))dt‖G‖∞.

By Theorem 2.1 there exists a unique process (Ŷx, Ẑx) satisfying

dŶx(t) = −G̃(X(t), Ŷx(t), Ẑx(t))dt + e
∫ t
0
q(X(u))duφ(X(t))dL(t) + 〈Ẑx(t), dMx(t)〉

e
∫ t
0
h̃(u)duŶx(t) → 0 as t→ ∞.

Furthermore, Corollary 2.1 implies that sup
x
Ŷx(0) <∞.

From Ito’s formula, it follows that

d(e−
∫ t
0
q(X(u))dtŶx(t))

= −q(X(t))e−
∫ t
0
q(X(u))dtŶx(t)dt− e−

∫ t
0
q(X(u))dtG̃(X(t), Ŷx(t), Ẑx(t))dt

+φ(X(t))dLt+ < e−
∫ t
0
q(X(u))dtẐx(t), dMx(t) > .

Setting Yx(t) := e−
∫ t
0
q(X(u))dtŶx(t) and Zx(t) := e−

∫ t
0
q(X(u))dtẐx(t), we obtain

dYx(t) = −(q(X(t))Yx(t) +G(X(t), Yx(t), Zx(t)))dt+ φ(X(t))dLt+ < Zx(t), dMx(t) > .

Moreover,

e
∫ t
0
h(u)dtYx(t) = e

∫ t
0
h(u)dte−

∫ t
0
q(X(u))dtŶx(t) = e

∫ t
0
h̃(X(u))dtŶx(t) → 0 as t→ ∞. (4.7)

So by Ito’s formula, we have that, for any t < T ,

e
∫ t
0
h(u)duYx(t)

= e
∫ T
0

h(u)duYx(T ) +

∫ T

t

e
∫ s
0
h(u)du (G(Xx(s), Yx(s), Zx(t)) + q(Xx(s))Yx(s)) ds

−
∫ T

t

e
∫ s
0
h(u)duφ(X(s))dLs −

∫ T

t

h(s)e
∫ s
0
h(u)duYx(s)ds

−
∫ T

t

e
∫ s
0
h(u)du〈Zx(t), dMx(t)〉. (4.8)
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Put u0(x) = Yx(0) and v0(x) = Zx(0).
Since Yx(0) = Ŷx(0), we know that u0 is a bounded function on domain D. By the Markov
property of X and the uniqueness of (Yx, Zx) , it is easy to see that

Yx(t) = u0(X(t)), Zx(t) = v0(X(t)).

So that sup
x∈D,t>0

|Yx(t)| ≤ ‖u0‖∞ <∞.

Now consider the following problem:

{
L2u(x) = −G(x, u0(x), v0(x)), on D
1
2
∂u
∂γ

(x) = φ(x) on ∂D
(4.9)

By Theorem 3.1, problem (4.9) has a unique continuous weak solution u(x). Next we will show
that u = u0.
Since u belongs to the domain of the Dirichlet form associated with the process X(t), it follows
from the Fukushima’s decomposition that:

du(X(t))

= −[G(X(t), u0(X(t)), v0(X(t))) + q(X(t))u(X(t))]dt + φ(X(t))dL(t) + 〈∇u(X(t)), dMx(t)〉
= −[G(X(t), Yx(t), Zx(t)) + q(X(t))u(X(t))] + φ(X(t))dL(t) + 〈∇u(X(t)), dMx(t)〉

From the condition (4.3) and the boundedness of u(x), it follows that

lim
t→∞

Ex[e
2
∫ t
0
h(u)duu2(X(t))] ≤ ‖u‖2∞ lim

t→∞
Ex[e

2
∫ t
0
(h̃+q)(u)du] = 0.

By Ito’s formula, it follows that, for any t < T ,

e
∫ t
0
h(u)duu(X(t))

= e
∫ T
0

h(u)duu(X(T )) +

∫ T

t

e
∫ s
0
h(u)du[G(X(s), Yx(s), Zx(s)) + q(X(s))u(X(s))]ds

−
∫ T

t

e
∫ s
0
h(u)duφ(X(s))dL(s) −

∫ T

t

h(s)e
∫ s
0
h(u)duu(X(s))ds

−
∫ T

t

e
∫ s
0
h(u)du〈∇u(X(t)), dMx(t)〉. (4.10)

Set
vx(t) = u(X(t)) − Yx(t) and Rx(t) = ∇u(X(t)) − Zx(t).

Subtracting the equations (4.8) from (4.10), we obtain the following equation: for any t < T ,

e
∫ t
0
h(u)duv(X(t))

= e
∫ T
0

h(u)duv(X(T )) +

∫ ∞

t

(q(X(u)) − h(u))e
∫ s
0
h(u)duv(X(s))ds

−
∫ ∞

t

e
∫ s
0
h(u)du < Rx(t), , dMx(t) >
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= e
∫ T
0

h(u)duv(X(T )) −
∫ T

t

h̃(s)e
∫ s
0
h(u)duv(X(s))ds

−
∫ T

t

e
∫ s
0
h(u)du < Rx(t), dMx(t) > .

Set g(t) = e
∫ t
0
h(u)duv(t). Taking conditional expectation on both sides of (4.11), we find that

g(t) = Ex[g(T )−
∫ T

t

h̃(s)g(s)ds|Ft]

= Ex[g(T )(1 −
∫ T

t

h̃(s)ds) +

∫ T

t

∫ T

s

h̃(s)h̃(s1)g(s1)ds1ds|Ft]

= Ex[g(T )(1 −
∫ T

t

h̃(s)ds +
1

2
(

∫ T

t

h̃(s)ds)2)

+(−1)3
∫ T

t

∫ T

s

∫ T

s1

h̃(s)h̃(s1)h̃(s2)g(s2)ds2ds1ds|Ft].

Keeping iterating, we obtain

g(t) = Ex[g(T )(

n∑

k=0

(−
∫ T

t
h̃(s)ds)n

n!
)

+(−1)n+1

∫ T

t

∫ T

s

∫ T

s1

...

∫ T

sn−1

h̃(s)h̃(s1)...h̃(sn)g(sn)dsn...ds1ds|Ft]

Since Ex[|g(T )|e
∫ T
t

|h̃|(s)ds] <∞, letting n→ ∞, by dominated convergence theorem, it follows
that

g(t) = Ex[g(T )e
−

∫ T
t

h̃(s)ds|Ft].

Then

v(t) = Ex[v(T )e
∫ T
t (h(s)−h̃(s))ds|Ft] ≤ (‖u0‖∞ + ‖u‖∞)Ex[e

∫ T
t q(X(s))ds|Ft]. (4.11)

Hence, it follows that

0 ≤ e
∫ t
0
q(X(s))ds|v(t)| ≤ (‖u0‖∞ + ‖u‖∞) lim

T→∞
Ex[e

∫ T
0

q(X(s))ds|Ft]. (4.12)

Since the condition (4.4) implies

lim
T→∞

Ex[e
∫ T
0

q(X(s))ds] = 0,

we deduce that Ex[e
∫ t
0
q(X(s))ds|v(t)|] = 0 and hence v(t) = 0, Px − a.s..

Therefore, for any t > 0, we have u(X(t)) = Yx(t) and ∇u(X(t)) = Zx(t) by the uniqueness
of the Doob-Meyer decomposition of semimartingales. In particular, u(x) = Ex[u(Xx(0))] =
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Ex[Yx(0)] = u0(x). This shows that u(x) is a weak solution of the equation (4.1).
If ũ is another solution of the problem (4.1). Then the processes Ỹx(t) := ũ(X(t)) and Z̃x(t) :=
∇ũ(X(t)) satisfy the following equation

dỸx(t) = −G(X(t), Ỹx(t), Z̃x(t))dt− φ(X(t))dLt+ < Z̃x(t), dMx(t) > . (4.13)

Set Ȳx(t) = e
∫ t
0
q(X(u))duỸx(t) and Z̄x(t) = e

∫ t
0
q(X(u))duZ̃x(t).

By chain rule, it follows that

dȲx(t) = −G̃(X(t), Ȳx(t), Z̄x(t))dt + e
∫ t
0
q(X(u))duφ(X(t))dL(t) + 〈Z̄x(t), dMx(t)〉

Moreover, because ũ is bounded, we have

lim
t→∞

e
∫ t
0
h̃(u)duȲx(t) = lim

t→∞
e
∫ t
0
h(u)duũ(X(t)) = 0.

Therefore, from the uniqueness of the solution of the BSDE in Theorem 2.1, we have

Ỹx(t) = Yx(t) Z̃x(t) = Zx(t).

In particular,
ũ(x) = Ex[Ỹx(t)] = Ex[Yx(t)] = u(x).

5 Semilinear Elliptic PDEs with Singular Coefficients

Recall the operator

L =
1

2
∇ · (A∇) +B · ∇ −∇ · (B̂·) +Q

on the domain D equipped with the mixed boundary condition on ∂D:

1

2

∂u

∂γ
− 〈B̂, n〉u(x) = 0.

The quadratic form associated with L is given by:

Q(u, v) := (−Lu, v) = 1

2

∑

i,j

∫

D

aij(x)
∂u

∂xi

∂v

∂xj
dx−

∑

i

∫

D

Bi(x)
∂u

∂xi
v(x)dx

−
∑

i

∫

D

B̂i(x)
∂v

∂xi
u(x)dx−

∫

D

Q(x)u(x)v(x)dx,

where (·.·) stands for the inner product in L2(D).
The domain of the quadratic form is

D(Q) =W 1,2(D) := {u : u ∈ L2(D),
∂u

∂xi
∈ L2(D), i = 1, ..., d}.

25



Let {St, t ≥ 0} denote the semigroup generated by L.

In this section, our aim is to solve the following equation:
{
Lf(x) = −F (x, f(x)), on D
1
2
∂f
∂γ

(x)− < B̂, n > (x)f(x) = Φ(x) on ∂D
(5.1)

Definition 5.1 A bounded continuous function f(x) defined on D is called a weak solution of
the equation (5.1) if f ∈W 1,2, and for any g ∈ C∞(D̄),

Q(u, g) =

∫

∂D

Φ(x)g(x)σ(dx) +

∫

D

F (x, u(x))g(x)dx.

Here the function F : Rd×R→ R is a bounded measurable function and satisfies the following
condition:
(E.1) (y1 − y2)(F (x, y1)− F (x, y2)) ≤ −r1(x)|y1 − y2|2.

Recall the following regular Dirichlet form
{

E0(u, v) = 1
2

∑
i,j

∫
D
aij(x)

∂u
∂xi

∂v
∂xj

dx,

D(E0) =W 1,2(D)
(5.2)

associated with the operator L0 = 1
2∇(A∇) equipped with the Neumann boundary condition

∂
∂γ

= 0 on ∂D.

The associated reflecting diffusion process is denoted by {Ω,Ft,X
0
t , θ

0
t , γ

0
t , P

0
x}. Here θ0t and

γ0t are the shift and reverse operators defined by

X0
s (θ

0
t (ω)) = X0

t+s(ω), s, t ≥ 0

X0
s (γ

0
t (ω)) = X0

t−s(ω), s ≤ t.

The process (X0
t )t≥0 has the decomposition in (3.3). The martingale part of X0

t is M0
t =∫ t

0 σ(X
0
s )dWs.

The following probabilistic representation of semigroup St was proved in [5]

Stf(x) = E0
x[f(X

0
t ) exp(

∫ t

0
(A−1B)∗(X0

s )dM
0
s + (

∫ t

0
(A−1B̂)∗(X0

s )dM
0
s ) ◦ γ0t

− 1

2

∫ t

0
(B − B̂)A−1(B − B̂)∗(X0

s )ds+

∫ t

0
Q(X0

s )ds)] (5.3)

E0
x denotes the expectation under P 0

x .
Set

Ẑt = exp(

∫ t

0
(A−1B)∗(X0

s )dM
0
s + (

∫ t

0
(A−1B̂)∗(X0

s )dM
0
s ) ◦ γ0t

− 1

2

∫ t

0
(B − B̂)A−1(B − B̂)∗(X0

s )ds +

∫ t

0
Q(X0

s )ds). (5.4)
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By [3] and [21], there exists a bounded, continuous functions v ∈W 1,p(D) satisfying that

(

∫ t

0
(A−1B̂)∗(X0

s )dM
0
s ) ◦ γ0t

= −
∫ t

0
∇v(X0

s )dMs + v(X0
t )− v(X0

0 )−
∫ t

0
(A−1B̂)∗(X0

s )dMs (5.5)

Moreover, v satisfies the following equations: for g ∈ C1(D̄),
∫

D

< A∇v,∇g > (x)dx =

∫

D

< B̂,∇g > (x)dx. (5.6)

Thus the representation of St becomes:

Stf(x) = e−v(x)E0
x[f(X

0
t )e

v(X0
t ) exp(

∫ t

0
(A−1(B − B̂ −A∇v))∗dM0

s

−1

2

∫ t

0
(B − B̂ −A∇v)∗A−1(B − B̂ −A∇v)(X0

s )ds

+

∫ t

0
(Q+

1

2
(∇v)A(∇v)∗ − 〈B − B̂,∇v〉)(X0

s )ds)]

= e−v(x)S̃t[fe
v](x). (5.7)

Here, setting b := B − B̂ − (A∇v) and q := Q+ 1
2(∇v)A(∇v)∗ − 〈B − B̂,∇v〉, we see that S̃t

is the semigroup generated by the following operator:

L2 =
1

2
∇ · (A∇) + (B − B̂ − (A∇v)) · ∇+ (Q+

1

2
(∇v)A(∇v)∗ − 〈B − B̂,∇v〉)

=
1

2
∇ · (A∇) + b · ∇+ q

equipped with the boundary condition ∂
∂γ

= 0.

In this section, we will stick to this particular choice of b and q.

Recall that
M̃(t) = e

∫ t
0
A−1b(X0

s )dM
0
s−

1

2

∫ t
0
bA−1b∗(X0

s )ds

and set Zt = M̃(t)e
∫ t
0
q(X0

s )ds.
Then from (5.5), it follows that Ẑ(t) = Zte

v(X0
t )−v(X0

0
).

Recall the operator L1 = 1
2∇ · (A∇) + b · ∇ with Neumann boundary condition, which is

associated with the reflecting diffusion (X(t), Px). It is known from [14] that

dPx|Ft = M̃tdP
0
x |Ft ,

and

X(t) = x+

∫ t

0
σ(X(s))dWs +

∫ t

0
(
1

2
∇A+ b)(X(s))ds +

∫ t

0
γ(X(s))dLs, Px − a.s.
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where {Wt} is a d-dimensional Brownian motion and Lt is the local time satisfying that Lt =∫ t

0 I∂D(X(s))dLs.

Lemma 5.1 Assume that there exists x0 ∈ D, such that

E0
x0
[

∫ ∞

0
|Ẑt|2e

∫ t
0
(2Q−4r1)(X0

u)dudL0
t ] <∞. (5.8)

Then there exists a positive number ε > 0, if ‖B̂‖Lp ≤ ε, the following inequality holds:

sup
x∈D

Ex[

∫ ∞

0
e2

∫ t
0
(−r1+q)(X(u))dudt] <∞. (5.9)

Proof.

Ex[e
2
∫ t
0
(−r1+q)(X(u))du] = E0

x[M̃(t)e2
∫ t
0
(−r1+q)(X0

u)du]

= E0
x[Z(t)e

∫ t
0
(−2r1+q)(X(u))du]

≤ C1E
0
x[Ẑ(t)e

−2
∫ t
0
(r1(X(u))due

∫ t
0
(Q+ 1

2
<A∇v−2(B−B̂),∇v>)(X0

u)du]

≤ C1E
0
x[Ẑ

2(t)e2
∫ t
0
(Q−2r1)(X0

u)du]
1

2 ·E0
x[e

∫ t
0
<A∇v−2(B−B̂),∇v>(X0

u)du]
1

2

By Lemma 3.3 and condition (5.8), there exists two constant c2, β > 0 such that

sup
x∈D

Ex[Ẑ
2(t)e2

∫ t
0
(Q−r1)(X0

u)du] < c2e
−βt.

Moreover, for p > d, by the Theorem 2.1 in [15], there exist two positive constants c3 and c4
such that

E0
x[e

∫ t
0
<A∇v−2(B−B̂),∇v>(X0

u)du] ≤ c3e
c4t,

where c4 = c‖ < A∇v − 2(B − B̂),∇v > ‖Lp/2 .
Since |∇v|Lp ≤ C|B̂|Lp(D) (see [21]), there exists ε > 0, such that |B̂|Lp(D) ≤ ε implies c4 < β.
Thus (5.9) holds. �

Theorem 5.1 Assume (5.8) and for some point x0 ∈ D

E0
x0
[

∫ ∞

0
ẐsdL

0
t ] <∞ (5.10)

Then there exists ε > 0 such that if ‖B̂‖Lp ≤ ε, the problem (5.1) has a unique, bounded,
continuous weak solution u(x).

Proof.

Existence: Set F̃ (x, y) = ev(x)F (x, e−v(x)y) and φ(x) = ev(x)Φ(x).
From the boundedness of v , F̃ is also bounded.
And F̃ satisfies

(y1 − y2)(F̃ (x, y1)− F̃ (x, y2)) ≤ −r1(x)|y1 − y2|2.
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Moreover, there is a constant c > 0, such that

∞ > E0
x0
[

∫ ∞

0
ẐsdL

0
s] = E0

x0
[

∫ ∞

0
Zse

v(X0
s )−v(X0

0
)dL0

s]

≥ cE0
x0
[

∫ ∞

0
ZsdL

0
s] = cE0

x0
[

∫ ∞

0
M̃se

∫ s
0
q(X0

u)dudL0
s] (5.11)

By Lemma 4.1, we know that, at x0 ∈ D,

Ex0
[

∫ ∞

0
e
∫ s
0
q(Xu)dudLs] <∞. (5.12)

Furthermore, by Lemma 4.2, it follows that

sup
x
Ex[

∫ ∞

0
e
∫ t
0
q(X(u))dudLt] <∞. (5.13)

By Lemma 5.1, the following condition is satisfied :

Ex[

∫ ∞

0
e2

∫ t
0
(q−r1)(X(u))dudt] <∞, (5.14)

So F̃ satisfies all of the conditions in Theorem 4.1 replacing G by F̃ . Thus the following
problem

{
L2u(x) = −F̃ (x, u(x)), on D
1
2
∂u
∂γ

(x) = φ on ∂D
(5.15)

has a unique bounded continuous weak solution u(x).
Set f(x) = e−v(x)u(x). Then we claim the function f(x) is the weak solution of the equation
(5.1).
Because function v is continuous and bounded, f(x) is also continuous. From the fact that
function u is the weak solution of the problem (5.15), we obtain, for any function ψ ∈ C∞(D),

E(u, e−vψ) =
1

2

∫

D

< A∇u,∇(e−vψ) > − < b,∇u > e−vψ − e−vquψdx

=

∫

∂D

e−vφψdσ +

∫

D

F̃ (x, u(x))e−vψdx. (5.16)

As in the proof of Theorem 5.1 in [22], we can show that the left side of the equation (5.16)
equals to

Q(f, ψ) =
1

2

∫

D

[< A∇f,∇ψ > − < B,∇u > ψ− < B̂,∇ψ > f −Qfψ]dx.

At the same time, by the definition of the function φ and F̃ , the right side of the equation
(5.16) equals to

∫

∂D

Φψdσ +

∫

D

F (x, f(x))ψdx.
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Thus it follows that, for any ψ ∈ C∞(D),

Q(f, ψ) =

∫

∂D

Φψdσ +

∫

D

F (x, f(x))ψdx.

which proves that function f is a weak solution of the problem (5.1).
Uniqueness:
If f̄ is another solution of the problem (5.1), then ū := evf can be shown to be the solution
of the equation (5.15). Then by the uniqueness of the problem (5.15) proved in the Theorem
4.1, we find ū = u. Therefore, f = f̄ .�

6 L
1 solutions of the BSDE and Semilinear PDEs

Recall the operator

L1 =
1

2

d∑

i,j=1

∂

∂xi

(
aij(x)

∂

∂xj

)
+

d∑

i=1

bi(x)
∂

∂xi

on the domian D equipped with the Neumann boundary condition ∂
∂γ

= 0, on ∂D.
And (Ω,Ft,X(t), Px, x ∈ D) is the reflecting diffusion process associated with the generator
L1.
Then the process X(t) has the following decomposition:

X(t) = X(0) +M(t) +

∫ t

0
b̃(X(s))ds +

∫ t

0
An(X(s))dLs, Px − a.s..

Here b̃ = {b̃1, ..., b̃d} with b̃i = 1
2

∑
j
∂aij
∂xj

+ bi. M(t) is the Ft square integrable continuous

martingale additive functional.

In this section, we will consider the L1 solutions of the BSDEs in Section 2 and use this
result to solve the nonlinear elliptic partial differential equation with the mixed boundary con-
dition.

Let f : Ω×R+ ×R→ R be progressively measurable. Consider the following conditions:
(I.1) (y−y′)(f(t, y)−f(t, y′)) ≤ d(t)|y−y′|2, where d(t) is a progressively measurable process;
(I.2)E[

∫∞
0 e

∫ s
0
d(u)du|f(s, 0)|ds] <∞;

(I.3) Px − a.s., for any t > 0, y → f(t, y) is continuous;
(I.4) ∀r > 0, T > 0, ψr(t) := sup

|y|≤r

|f(t, y)− f(t, 0)| ∈ L1([0, T ] ×Ω, dt× dPx).

The following lemma is deduced from Corollary 2.3 in [2].

Lemma 6.1 Suppose a pair of progressively measurable processes (Y,Z) with values in R×Rd

such that t→ Zt belongs to L2([0, T ]) and t→ f(t, Yt) belongs to L1([0, T ]), Px − a.s..
If

Yt = ξ +

∫ T

t

f(r, Yr)dr −
∫ T

t

< Zr, dMr >, (6.1)
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then the following inequality holds, for 0 ≤ t < u ≤ T ,

|Yt| ≤ |Yu|+
∫ u

t

Ŷsf(s, Ys)ds−
∫ u

t

Ŷs〈Zr, dMr〉.

where ŷ = y
|y|I{y 6=0}.

The following lemma can be proved by modifying the proof of Proposition 6.4 in [2].

Lemma 6.2 Assume that conditions (I.1)-(I.4) with d(t) ≡ 0. Then there exists a unique
solution (Y,Z) of the BSDE

Yt =

∫ T

t

f(r, Yr)dr −
∫ T

t

〈Zr, dMr〉, for t ≤ T. (6.2)

Moreover, for each β ∈ (0, 1), E[supt≤T |Yt|β] + E[(
∫ T

0 |Zr|2dr)
β
2 ] <∞.

Suppose β ∈ (0, 1).
Sβ denotes the set of real-valued, adapted and continuous process {Yt}t≥0 such that

‖Y ‖β := E[sup
t>0

|Yt|β] <∞.

It is known that ‖ · ‖β deduces a complete metric on Sβ.
Mβ denotes the set of Rd-valued predictable processes {Zt} such that

‖Z‖Mβ := E[(

∫ ∞

0
|Zt|2dt)

β
2 ] <∞.

Mβ is also a complete metric space with the distance deduced by ‖ · ‖Mβ .

Lemma 6.3 Under the same assumption as the Lemma 6.2, there exists a unique solution
(Y,Z) of the BSDE

Yt = YT +

∫ T

t

f(r, Yr)dr −
∫ T

t

〈Zr, dMr〉, any t ≤ T ;

lim
t→∞

Yt = 0, P − a.s.. (6.3)

Proof. Existence:
By the Lemma 6.2 above, there exists (Y n, Zn) such that, for 0 ≤ t ≤ n,

Y n
t =

∫ n

t

f(r, Y n
r )dr −

∫ n

t

〈Zn
r , dMr〉,

and Y n
t = Zn

t = 0, for t ≥ n.
Fix t > 0 and t < n < n+ i, then

Y n+i
t − Y n

t =

∫ n+i

t

(f(r, Y n+i
r )− f(r, Y n

r ))dr −
∫ n+i

t

〈(Zn+i
r − Zn

r ), dMr〉+
∫ n+i

n

f(r, 0)dr
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Set Fn(r, y) = f(r, y + Y n
r )− f(r, Y n

r ) + f(r, 0)I{r>n}, y
n
t = Y n+i

t − Y n
t and znt = Zn+i

t − Zn
t .

Then (ynt , z
n
t ) is the solution of the following BSDE:

ynt =

∫ n+i

t

F (r, ynr )dr −
∫ n+i

t

〈znr , dMr〉. (6.4)

So that by the condition (I.1) with d(t) ≡ 0, it follows from Lemma 6.1 that

|ynt | ≤
∫ n+i

t

〈ŷnr , Fn(r, ynr )〉dr −
∫ n+i

t

〈ŷnr , znr dMr〉

≤
∫ n+i

t

I{ynr 6=0}

|ynr |
〈ynr , f(r, ynr + Y n

r )− f(r, Y n
r )〉dr +

∫ n+i

n

|f(s, 0)|ds

−
∫ n+i

t

〈ŷnr , znr dMr〉

≤
∫ n+i

n

|f(s, 0)|ds −
∫ n+i

t

〈ŷnr , znr dMr〉. (6.5)

Taking conditional expectation on both side of the inequality, we got

|ynt | ≤ E[

∫ n+i

n

|f(s, 0)|ds|Ft] :=Mn
t ,

where Mn
t is a martingale. Then by Doob’s inequality and condition (I.2), it follows that, for

β ∈ (0, 1),

E[sup
t

|ynt |β ] ≤ E[sup
t
(Mn

t )
β ] ≤ 1

1− β
E[

∫ n+i

n

|f(s, 0)|ds]β

→ 0, as n→ ∞. (6.6)

Therefore, {Y n} is a Cauchy sequence under the norm ‖ · ‖β∞. So that there is a process Y
such that E[supt |Yt − Y n

t |β] → 0.
This also implies that Yt → 0, as t→ ∞, Px − a.s..
Moreover, by the equation (6.4), Ito’s formula and the condition (I.1), it follows that

|ynt |2 +
∫ n+i

t

〈A(X(r))znr , z
n
r 〉dr

= 2

∫ n+i

t

〈ynr , Fn(r, ynr )〉dr − 2

∫ n+i

t

〈ynr , znr dMr〉

≤ 2

∫ n+i

n

〈ynr , fn(r, 0)〉dr + 2|
∫ n+i

t

〈ynr , znr dMr〉|

≤ sup
r

|ynr |2 + (

∫ n+i

n

|f(r, 0)|dr)2 + 2|
∫ ∞

t

〈ynr , znr dMr〉|,

and thus that

(

∫ n+i

t

|znr |2dr)
β
2 ≤ c1[sup

r
|ynr |β + (

∫ n+i

n

|f(r, 0)|dr)β + |
∫ n+i

t

< ynr , z
n
r dMr > |β2 ].

32



Taking expectation on both sides of the inequality and applying the BDG inequality, we obtain

E[(

∫ n+i

t

|znr |2dr)
β
2 ]

≤ c1(E[sup
r

|ynr |β ] + E[(

∫ n+i

t

|f(r, 0)|dr)β ]) + c2E[(

∫ n+i

t

|ynr |2|znr |2dr)
β
4 ]

≤ c1(E[sup
r

|ynr |β ] + E[(

∫ n+i

n

|f(r, 0)|dr)β ]) + c2E[(sup
r

|ynr |
β
2

∫ n+i

t

|znr |2dr)
β
4 ]

≤ (c1 +
c2

2
)(E[sup

r
|ynr |β] +E[(

∫ n+i

n

|f(r, 0)|dr)β ]) + 1

2
E[(

∫ n+i

t

|znr |2dr)
β
2 ].

Therefore, we know that there is a constant C > 0, such that

E[(

∫ ∞

0
|zns |2ds)

β
2 ] ≤ CE[sup

t
|ynt |β + (

∫ n+i

n

|f(s, 0)|ds)β ]

≤ CE[sup
t

|ynt |β ] + CE[

∫ n+i

n

|f(s, 0)|ds]β

→ 0 as n→ ∞.

So that {Zn
t } is a Cauchy sequence in Mβ. Let Z denote the limit of {Zn}.

At last, by the condition (I.3), we find that

∫ T

0
f(t, Y n

t )dt→
∫ T

0
f(t, Yt)dt, Px − a.s.. (6.7)

Therefore, (Y,Z) is the solution satisfies the BSDE (6.3).
Uniqueness:
Consider (Y,Z) and (Y ′, Z ′) are two solutions to (6.3). Then by the same method as in the
proof of Lemma 2.1, we can show that,

∀t > 0, |Yt − Y ′
t | = 0, P − a.s.. �

(I.5) The process d(t) is a progressively measurable process satisfying

d(·) ∈ L1[[0, T ] × Ω, dt⊗ P ], for any T > 0.

Theorem 6.1 Assume the conditions (I.1)-(I.4). Then there exists a unique process (Y,Z)
such that,

Yt = YT +

∫ T

t

f(r, Yr)dr −
∫ T

t

< Zr, dMr >, for any t < T ;

lim
t→∞

e
∫ t
0
d(u)duYt = 0, P − a.s. (6.8)

33



Proof.

Existence:
Set f̂(t, y) = e

∫ t
0
d(u)duf(t, e−

∫ t
0
d(u)duy)− d(t)y. Then

(1) (y − y′)(f̂(t, y)− f̂(t, y′)) ≤ 0;

(2)f̂(t, 0) = e
∫ t
0
d(u)duf(t, 0). So E[

∫∞
0 |f̂(s, 0)|ds] = E[

∫∞
0 e

∫ t
0
d(u)du|f(t, 0)|ds] <∞.

(3) sup
|y|≤r

|f̂(t, y)−f̂(t, 0)| ≤ ψr(t)+|d(t)|r, where the process ψr(t)+|d(t)|r ∈ L1([0, T ]×Ω, dt⊗P ),

for T > 0.
Therefore, f̂ satisfies all the conditions of the Lemma 6.3. So there exists a pair of processes
(Ŷ , Ẑ) satisfying the equation:

Ŷt = ŶT +

∫ T

t

f̂(r, Ŷr)dr −
∫ T

t

〈Ẑr, dMr〉,

and obviously lim
t→∞

Ŷt = 0.

By the chain rule and the definition of the function f̂ , it follows that

de−
∫ t
0
d(u)duŶt = −f(t, e−

∫ t
0
d(u)duŶt)dt+ 〈e−

∫ t
0
d(u)duẐt, dMt〉.

Set Yt = e−
∫ t
0
d(u)duŶt and Zt = e−

∫ t
0
d(u)duẐt. Then the process (Y,Z) is the solution to the

equation (6.8).
Uniqueness:
The uniqueness of the solution to (6.8) follows from the uniqueness of the solution to equation
(6.3). �

Let G(x, y) : Rd×R→ R be a bounded Borel measurable function. Consider the following
conditions:
(H.1)

′

(y1 − y2)(G(x, y1, z)−G(x, y2, z)) ≤ −h1(x)|y1 − y2|2, where h1 ∈ Lp(D) for p > d
2 .

(H.2)
′

y → G(x, y) is continuous.

Theorem 6.2 Assume the Conditions (H.1)
′

and (H.2)
′

and that there is some point x0 ∈ D,
such that

Ex0
[

∫ ∞

0
e
∫ s
0
q(X(u))dudLs] <∞. (6.9)

Then the semilinear Neumann boundary value problem

{
L2u(x) = −G(x, u(x)), on D
∂u
∂γ

(x) = φ(x) on ∂D
(6.10)

has a unique continuous weak solution.
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Proof.

Step 1

Set G̃(X(t), y) = e
∫ t
0
q(X(u))dtG(x, e−

∫ t
0
q(X(u))dty). Then there exists a unique solution (Ŷx, Ẑx)

to the following BSDE:
for any T > 0 and 0 < t < T ,

Ŷx(t) = Ŷx(T ) +

∫ T

t

G̃(X(t), Ŷx(s))ds −
∫ T

t

e
∫ s
0
q(X(u))dtφ(X(s))dLs

−
∫ T

t

〈Ẑx(s), dMx(s)〉

and

lim
t→∞

e−
∫ t
0
h1(X(u))duŶt = 0 Px − a.s.

The uniqueness follows from the uniqueness proved in Theorem 6.1. Only the existence of
solution (Ŷx, Ẑx) needs to be proved:
(a) Similarly as the proof of Theorem 2.1, we can show that there exists (px(t), qx(t)) such that

dpx(t) = e
∫ t
0
q(X(u))duφ(X(t))dLt+ < qx(t), dMx(t) >,

e−
∫ t
0
h1(X(u))dupx(t) → 0, as t→ ∞, Px − a.s.. (6.11)

(b) Set g(x, y) = G̃(x, y + px(t)). Then it follows that

(y − y′)(g(x, y) − g(x, y′)) ≤ −h1(x)|y − y′|2.
The condition (6.9) and Lemma 3.3 imply, for x ∈ D,

Ex[

∫ ∞

0
e
∫ s
0
(−h1+q)(X(u))duds] <∞.

Furthermore, as the function G is bounded, we see that condition (I.2) is satisfied:

Ex[

∫ ∞

0
e−

∫ s
0
h1(X(u))du|g(X(s), 0)|ds]

= Ex[

∫ ∞

0
e−

∫ s
0
h1(X(u))du|G̃(X(s), px(s))|ds]

= Ex[

∫ ∞

0
e
∫ s
0
(−h1+q)(X(u))du|G(X(s), e−

∫ s
0
q(X(u))dupx(s))|ds]

≤ ‖G‖∞Ex[

∫ ∞

0
e
∫ t
0
(−h1+q)(X(u))dudt]

< ∞. (6.12)

Obviously condition (I.3) is satisfied, i.e., y → g(x, y) is continuous.
Moreover, the condition (I.4) is also satisfied. In fact, for any r > 0,

ψr(t) = sup
r

|G̃(X(t), y) − G̃(X(t), 0)| ≤ 2‖G‖∞e
∫ t
0
q(Xt)dt,
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and for any T > 0, by the fact that q ∈ Lp(D) with p > d
2 and Theorem 2.1 in [15],

Ex[
∫ T

0 e
∫ t
0
q(Xu)dudt] <∞.

Therefore, the function g(x, y) satisfies all of the conditions of Theorem 6.1 . There exists a
pair of processes (yx(t), zx(t)) such that for any T > 0 and 0 < t < T ,

yx(t) = yx(T ) +

∫ T

t

g(X(s), yx(s))ds −
∫ T

t

〈zx(s), dMx(s)〉 (6.13)

and

lim
t→∞

e−
∫ t
0
h1(X(u))duyx(t) = 0 Px − a.s. (6.14)

Put Ŷx(t) = px(t) + yx(t) and Ẑx(t) = qx(t) + zx(t). It follows that (Ŷx(t), Ẑx(t)) satisfies the
following equation

dŶx(t) = e
∫ t
0
q(X(u))duφ(X(t))dLt − G̃(t, Ŷx(t))dt+ < Ẑx(t), dMx >,

lim
t→∞

e−
∫ t
0
h1(X(u))duŶt = 0 Px − a.s..

Step 2.

Put Yx(t) := e−
∫ t
0
q(X(u))dtŶx(t) and Zx(t) := e−

∫ t
0
q(X(u))dtẐx(t), we have

dYx(t) = −F (X(t), Yx(t)) + φ(X(t))dLt+ < Zx(t), dMx(t) >,

where F (x, y) = q(x)y +G(x, y). Moreover,

e
∫ t
0
(−h1+q)(X(u))duYx(t) = e

∫ t
0
(−h1+q)(X(u))(u)dte−

∫ t
0
q(X(u))dtŶx(t)

= e−
∫ t
0
h1(X(u))dtŶx(t) → 0 as t→ ∞.

Put u0(x) = Yx(0) and v0(x) = Zx(0).
Now as in the proof of Theorem, 4.1, we can solve the following equation

{
L2u(x) = −G(x, u0(x)), on D
1
2
∂u
∂γ

(x) = φ(x) on ∂D
(6.15)

and prove that the solution u coincides with u0(x). This completes the proof of the theorem. �

Suppose that F : Rd × R → R is a bounded measurable function and r1 ∈ Lp(D). Con-
sider the following conditions :
(E.1) (y1 − y2)(G(x, y1, z)−G(x, y2, z)) ≤ −r1(x)|y1 − y2|2;
(E.3) y → F (x, y) is continuous;

Now, after establishing Theorem 6.2, following the same proof as that of Theorem 5.1, we
finally have the following main result.
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Theorem 6.3 Suppose that the function F satisfies the condition (E.1) and (E.2), and there
exists x0 ∈ D such that

E0
x0
[

∫ ∞

0
ẐsdL

0
t ] <∞. (6.16)

Then the following problem

{
Lu(x) = −F (x, u(x)), on D
1
2
∂u
∂γ

(x)− < B̂, n > (x)u(x) = Φ(x) on ∂D
(6.17)

has a unique, bounded, continuous weak solution.
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[9] D. Gilbarg and N. S. Trüdinger, Elliptic partial differential equations of second order 2nd ed.
Grundlehren der Mathematischen Wissenschaften [Fundamental Principles of Mathematical Sci-
ences] 224. Springer, Berlin. (1983)

[10] Y. Hu, Probabilistic interpretation of a system of quasilinear elliptic partial differential equations
under Neumann boundary conditions, Stochastic Process. Appl. 48 (1993), 107-121.

[11] P. Hsu, Probabilistic Approach to Neumann Problem, Communications on Pure and Applied Math-
ematics Vol XXXVIII (1985) 445-472.

[12] S. Kakutani, Two-dimensional Brownian motion and harmonic functions, Proc. Imp.Acad. 20,
(1944), 706-714.

[13] P. L. Lions and A. S. Sznitman, Stochastic differential equations with reflecting boundary condi-
tions, Comm. Pure Appl. Math. 37 (1984), 511-537.

[14] T. J. Lyons and T. S. Zhang, Convergence of non-symmetric Dirichlet processes, Stochastics
Stochastics Rep. 57 (1996) 159C167.

[15] J. Lunt, T. J. Lyons and T. S. Zhang, Integrability of functionals of Dirichlet processes, Probabilistic
Representations of Semigroups, and Estimates of Heat Kernels, J. Funct. Anal. 153, (1998), 320-
342.
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