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Abstract1

Fairness in machine learning has received increasing attention in recent years. This study focuses on a particular type of

machine learning fairness, namely sentimental bias, in text sentiment analysis. Sentimental bias occurs on words (or phrases)

when they are distributed distinctly in positive and negative corpora. It results in that an excessively proportion of words

carry negative/positive sentiment in learned models. This study proposed a new attention mechanism, called polar attention,

to mitigate sentimental biases. It consists of two modules, namely polar flipping and distance measurement. The first module1

explicitly models word sentimental polarity and can prevent that neutral words flip positively or negatively. The second module

is used to attend negative/positive words. In the experiments, three benchmark data sets are used, and supplementary testing

sets are compiled. Experimental results verify the effectiveness of the proposed method.
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1 Introduction11

The fairness issue in machine learning refers to that artificial12

intelligence applications (exactly learned models) that sys-13

tematically discriminate against specific populations [27].14

For example, some facial recognition systems misclassify15

gender more frequently when presented with dark-skinned16

women than with light-skinned men [17]. Model biases result17

in certain population groups being unfairly denied loans,18

insurance, and employment opportunities [16].19

Biases in population models occur when training data20

are skewed on certain (group) variables related to gender,21

race, or culture. Recent literature has presented proposals to22

mitigate model biases. Liu et al. [8] conducted a theoreti-23
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cal analysis of fairness in machine learning and emphasized 24

that a fairness criterion is crucial for a debiasing algorithm 25

design. Edizel et al. [19] addressed the problem of algo- 26

rithmic bias in recommender systems. Some studies have 27

improved model fairness by imposing additional constraints 28

or conditions [3,9,20,22,26]. As previously stated, although 29

numerous achievements have been made, almost all the 30

existing studies aim to mitigate biases caused by specific 31

population variables. 32

In contrast with existing studies, the current study focuses 33

on a particular type of model bias in text sentiment analysis, 34

namely sentimental bias, in which neutral words or phrases 35

flipped to a truly polar (negative/positive) sentiment in the 36

learned model. Figure 1 shows the generation of sentimental 37

bias on the word “express.” The sentimental labels of the first 38

three sentences are “negative” and the fourth is “positive.” If 39

such skew on negative/positive labels for sentences contain- 40

ing the word “express” exists on the whole training data, then 41

the model learned using conventional techniques is highly 42

likely to consider “express” a strongly negative word. Con- 43

sequently, the learned model is likely to label the test sample 44

(its true label is “neutral”) in Fig. 1 as “negative.” The word 45

“express” itself definitely has no sentimental polarity. In con- 46

trast with existing model biases, no certain variable is directly 47

related to sentimental bias, and thus, existing fairness crite- 48

ria and debiasing methods are not directly applicable. Hence, 49

new methods should be investigated. 50
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1. The express delivery is too slow. --- Negative

2. The express service is poor.  --- Negative

3. The express goods were all broken. --- Negative

4. The express delivery is timely.  --- Positive

Test: This express company is called FedEx. ---

Fig. 1 The first three training sentences are labeled “negative.” The

distribution between negative and positive sentences is skewed (3:1)

Indeed, sentiment analysis mainly rely on truly polar (neg-51

ative/positive) words. Sentimental bias leads to that many52

neutral words are mistakenly flipped into negative or positive53

state in learned models. As a result, classification errors are54

prone to occur when sentences contain these neutral words.55

Ideally, the polarities of neutral words (e.g., “express”)56

should not be flipped while those of truly polar words should57

be.58

This paper firstly proposed a polar flipping module. This59

module assumes that each word initially has a neutral polarity60

and this polarity can finally flip either positively or negatively.61

Considering that neutral words usually have less importance62

for classification, the distance between the initial and finally63

flipped polarities of each word is then regarded as an attention64

score. These two modules consist of a new attention mecha-65

nism, called polar attention. A small flipping rate can avoid66

unnecessary flips for neutral words and does not restrain nec-67

essary flips for truly polar words. The flipping proportion for68

neutral words is then reduced while the truly polar words still69

receive higher attention. Consequently, sentimental bias can70

be alleviated.71

To our knowledge, this work is the first to consider sen-72

timental bias, which differs from conventional model biases73

in terms of specific population variables. The experimental74

results show the initial success of our new attention mecha-75

nism. All resources are available at https://github.com/absa-76

nlp/PA-Net.77

2 Related work78

Existing studies on learning fairness either proposed new79

fairness metrics for demographic groups or presented miti-80

gation strategies to improve fairness. A number of metrics81

(e.g., statistical parity [3], equalized odds [9], and predictive82

parity [15]) have been used to determine the fairness of clas-83

sifiers to specific sensitive attributes, such as race and gender.84

These metrics can be imposed as constraints or incorporated85

into a loss function.86

Two types of mitigation methods are typically investi-87

gated. The first type reorganizes training data using conven-88

tional methods, such as removing population variables[9].89

The second type protects sensitive attributes via adversarial90

learning [4]. This type of methods tries to learn a predic- 91

tor that can classify correctly and an adversary that fails 92

to predict sensitive attributes. Previous attention so far for 93

learning fairness in NLP has been primarily on word embed- 94

ding. Bolukbasi et al. [14] observed that word embeddings 95

trained on Google News articles contains gender bias and 96

some embeddings pinpoint sexism implicit in training texts. 97

To mitigate gender-bias, Zhao et al. [5] proposed to preserve 98

gender information in certain dimensions of word vectors 99

while compelling other dimensions to be free of gender influ- 100

ence. Dixon et al. [7] firstly investigated untended bias in text 101

classification. Nevertheless, their work still focuses on the 102

bias related to demographic groups. 103

Unlike existing studies, our work focuses on another sim- 104

ple yet foundational bias in sentiment analysis which is called 105

sentimental bias. In contrast with existing model biases, 106

words or phrases rather than population variables are to be 107

considered in sentimental bias. New debiasing algorithms 108

should be investigated. 109

3 Methodology 110

This section describes our polar attention mechanism and the 111

entire network called PA-Net shown in Fig. 2. 112

The input is a sentence with n words, and each word is 113

associated with a word embedding wi ∈ Rd , where i is the 114

word index in the context and d is the embedding dimension. 115

We map the input words into their vector representations 116

using a pretrained embedding table. Then, assuming that the 117

polar labels of each word are divided into three categories, 118

namely positive, neutral, and negative, which are represented 119

by P1, P2, and P3, respectively. We initially assign a neutral 120

label for each word as the input of the polar flipping module. 121

This module outputs the final polar labels for each word. P1, 122

P2, and P3 can be characterized by one-hot vectors: 123

P1 = [1, 0, 0]

P2 = Pini tial = [0, 1, 0]

P3 = [0, 0, 1]

(1) 124

Subsequently, a bidirectional long short-term memory 125

(Bi-LSTM) is utilized to capture the hidden representation 126

of each word in a sentence. The output of Bi-LSTM at time 127

t is calculated as follows: 128

Ht = [
→

ht ,
←

ht ] (2) 129

where
→

ht and
←

ht are the corresponding hidden vectors from 130

the forward and backward LSTMs. 131

Note that all the initial polarities are set as neutral. The 132

final polarities of neutral words (e.g., “express”) should 133
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Fig. 2 Overall of PA-Net. The

orange lines represent the polar

attention, which contains the

polar flipping and the distance

measurement modules. In the

given example sentence, only

the true polar word “poor”

encourages flipping to the

negative

remain neutral, whereas those of truly polar words should134

be flipped. We utilize the semantic information of context to135

determine whether a word is flipped positively or negatively136

to achieve a reasonable flip. The polar flipping module is137

described as follows:138

P f inal =σ1(Ht )P2 + [1 − σ1(Ht )]

{σ2(Ht )P1 + [1 − σ2(Ht )]P3}
(3)139

where σ1 and σ2 are sigmoid functions and used to calcu-140

late the probabilities that the final polarity will remain P2,141

or will flip to P1 or P3 based on the context information Ht .142

Therefore, the final output of Eq. (3) is the weighted combi-143

nation of P1, P2, and P3. In particular, if σ1(Ht ) == 1, then144

P f inal = P2. If σ1(Ht ) == 0 and σ2(Ht ) == 1, P f inal =145

P1. If σ1(Ht ) == 0 and σ2(Ht ) == 0, P f inal = P3.146

Intuitively, if the polarity of a word is flipped to positive or147

negative, then this word is usually quite useful for sentiment148

classification (e.g., “poor” shown in Fig. 2). Alternatively,149

flipped words should receive more attention. Accordingly,150

the Euclidean distance between the initial and final polarities151

is used as the attention score of a word. The measurement is:152

αt =
∥

∥P f inal − Pini tial

∥

∥

2
(4)153

where ‖·‖2 refers to the Euclidean norm. Eq. (4) indicates154

that words that remain neutral will receive less attention,155

while truly polar words are encouraged to flip. Particularly, 156

if the final polarity of a word is positive ([1, 0, 0]) or negative 157

([0, 0, 1]), the attention weight calculated by Eq. (4) is “1;” 158

on the contrary, if the final polarity remains neutral ([0, 1, 0]), 159

the attention weight calculated by Eq. (4) is “0.” 160

In the output layer, the outputs of the Bi-LSTM are 161

summed with the associated attention scores to produce the 162

final dense feature vector as follows: 163

v =

n
∑

t=1

αt · Ht (5) 164

Then, the following softmax function is used to predict 165

the final category: 166

y = so f tmax(W T v + b) (6) 167

Considering that the number of truly polar words is usually 168

limited and to prevent the flipping of neutral words, a flipping 169

regularizer is added and defined as follows: 170

Ω =

n
∑

t=1

Rt (7) 171

Rt =

⎧

⎨

⎩

σ1(Ht ) + [1 − σ2(Ht )], i f L t = Positive

σ1(Ht ) + σ2(Ht ), i f L t = Negative

1 − σ1(Ht ), i f L t = Neutral

(8) 172
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Table 1 Details of the benchmark data sets

Data sets Train Dev Test

Pos. Neg. Pos. Neg. Pos. Neg.

MR 4318 4318 480 480 533 533

SST-2 3610 3310 444 428 909 912

IMDB 9992 10008 1265 1235 1243 1257

where L t is the polarity label of the t-th word, which obtained173

from Wu et al. 1 [24]. This regularizer penalizes the polarity174

of words appearing in the sentiment lexicon to be incorrectly175

flipped. Besides, if a word does not appear in the sentiment176

lexicon, we also regard the polarity of this word as neutral in177

regularizer since only a few words can express sentimental178

tendencies.179

PA-Net is trained with the following objective function:180

J =
1

N

N
∑

i=1

[−yi log p(yi ) + λΩ] (9)181

where N is the number of training samples; yi indicates the182

true label; p(yi ) denotes the prediction probability for the183

true label; Ω signifies the regularizer of Eq.( 7); and λ is the184

regularizer weight and searched via cross validation.185

4 Experiments186

4.1 Data sets and evaluation187

We perform experiments on three benchmark English sen-188

timent analysis data sets: MR [23], SST2 [12], and IMDB189

[2]. All data sets consist of reviews with positive and nega-190

tive classes. To facilitate the repeatability of experiment, we191

adopt the same data splitting process used in previous work192

[11,12]. Table 1 presents the details of the three data sets.193

The samples in all partitions are basically balanced.194

In this work, we evaluate our proposed polar atten-195

tion mechanism in terms of classification performance and196

effectiveness in mitigating sentimental bias. To verify the197

debiasing process, three supplementary testing sets, denoted198

as MR-S, SST2-S, and IMDB-S, are compiled for the three199

original benchmark sets. Each supplementary testing sample200

is neutral, because sentimental bias mostly affects neutral201

samples. The compilation strategy for each supplementary202

testing set is as follows. We select biased words from all203

neutral words by calculating the distribution of a word in the204

positive and negative categories. Then, each bias word is uti-205

1 https://github.com/Tju-AI/two-stage-labeling-for-the-sentiment-

orientations

lized to construct a neutral sentence. Additional details are 206

provided in Sect. 4.2. 207

The classification accuracy on the original benchmark set 208

reflects the overall performance, whereas the accuracy on the 209

supplementary testing set reflects the debiasing capability. 210

4.2 Details of supplementary testing sets 211

In this subsection, we will describe the details of compiling 212

the supplementary testing sets. The construction process is 213

as follows. 214

– First, we counted all the words, with word vectors that 215

can be found in the pre-trained embedding table in the 216

three benchmark data sets. A total of 18616 words were 217

obtained. 218

– Second, five annotators manually picked the clearly neu- 219

tral words among the 18616 words (e.g., names of people, 220

counties, and cities). We did not pick vague neutral words 221

because their polarity is context sensitive, such as “rain- 222

bow” and “flower.” A corpus of candidate biased words 223

containing 7796 words was collected from the annotation 224

results of the five annotators by voting. 225

– Third, we counted the times each candidate biased word 226

appeared in the positive and negative samples in each 227

training data set. Two evaluation metrics, namely bias rate 228

and sum of numbers, were utilized to determine whether 229

a candidate biased word is more likely to be a true biased 230

word. This selection strategy is as follows: 231

bias =

{

1 r > 2 ∪ s > 5

0 otherwise
(10) 232

where r is bias rate and s is sum of numbers, which are 233

defined as follows: 234

r =
max

(

n pos, nneg

)

max
{

min
(

n pos, nneg

)

, 1
} (11) 235

s = n pos + nneg (12) 236

where n pos and nneg denote the number of times that 237

a word appears in the positive and negative samples, 238

Table 2 Examples of supplementary testing sets (biased words are in

bold type)

Samples of Supplementary Sets Label

serving sara is a movie. Neutral

the boy is named for his grandfather. Neutral

he was born at indian. Neutral

schaeffer is a director. Neutral

clooney is a hollywood actor. Neutral
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Table 3 Details of hyperparameter Settings

Models Hyperparameters

LSTM Hidden units Dropout Batch λ

Bi-LSTM 50/50/100 0.5 32/16/64 -

ATT-Bi-LSTM 50/50/100 0.5 32/16/64 -

PA-Bi-LSTM 50/50/100 0.5 32/16/64 2/1.5/3

Regions Conv Size Filters Pooling Repeats Dropout Batch λ

DPCNN [3,4,5] 3 64 3 2/2/4 0.3 32/32/64 -

PA-DPCNN [3,4,5] 3 64 3 2/2/4 0.3 32/32/64 1.5/2/1.5

Filters Kernel Size Stacks Dilations Dropout Batch λ

TCN 128/128/256 3 2/2/4 [1,2,4] 0.4 32/16/64 -

PA-TCN 128/128/256 3 2/2/4 [1,2,4] 0.4 32/16/64 0.2

Blocks Heads Hidden Units Feed Size Dropout Batch λ

Transformer 1/1/2 4 32/32/64 256/256/512 0.5 32/32/64 -

PA-Trans 1/1/2 4 32/32/64 256/256/512 0.5 32/32/64 2.5/0.5/2.5

Fig. 3 A qualitative comparison

that we set the step size of β to

0.01 and test all models on

MR-S
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PA-Net

BERT

PA-BERT

XLNet

PA-XLNet
β

Accuracy(%)

respectively. Based on our initial analysis of candidate239

biased words, the higher the bias rate, the more likely240

sentimental bias will occur. To this consideration, we set241

the threshold of bias rate is 2 to keep an unbalanced ratio242

more than twice. Besides, we found that words with a243

small total number are not easy to cause stable bias, even244

if the bias rate is large. Therefore, we set the threshold245

of sum of words is 5 to obtain a sufficient amount of246

stable biased words. Hence, words with bias rates more247

than two and total numbers more than five are included in248

the high-probability biased words corpus. Consequently,249

we obtained three high-probability biased words corpus250

from MR, SST2, and IMDB data sets containing 403, 251

365, and 1276 words, respectively. 252

– Fourth, we randomly sampled three times from each 253

high-probability biased word corpus. For each random 254

sample, 100 bias words were selected, and each word was 255

utilized to generate a neutral sentence manually. Then, we 256

obtained three supplementary testing sets from the three 257

benchmark data sets. For the supplementary testing set of 258

each benchmark data sets, it contains three groups of neu- 259

tral sentences generated by three randomly selected bias 260

words. The average accuracy on these three groups was 261

used as the final accuracy on the supplementary testing 262
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set. Some examples of the supplementary testing samples263

are listed in Table 2.264

4.3 Competingmodels265

Theoretically, the proposed polar attention mechanism can266

be integrated into most existing deep models. The following267

models are selected.268

– Bi-LSTM [6]: This model uses bidirectional long short-269

term memory to capture sequential information.270

– Attention-based Bi-LSTM (ATT-Bi-LSTM) [10]: This271

model introduces Bi-LSTM with an attention mechanism272

to automatically select features that have a decisive effect273

on classification.274

– Deep pyramid convolutional neural network (DPCNN)275

[21]: In this model, a low-complexity word-level deep276

convolutional neural network architecture is adopted to277

represent long-range associations in sentences.278

– Temporal convolutional network (TCN) [13]: This model279

combines dilations and residual connections with causal280

convolutions to model sequence information.281

– Transformer [1]: This model proposed by Google is282

based solely on self-attention mechanisms for machine283

translation. We only use the encoder part in this work.284

– BERT [18]: This model leverages the vanilla BERT pre-285

trained weights and fine-tunes on different data sets.286

– XLNet [25]: This model integrates the idea of autore-287

gressive models and bi-directional context modeling of288

BERT. XLNet make use of a permutation operation which289

achieved by using a special attention mask in Transform-290

ers during pre-training. We utilize the pre-trained weights291

of XLNet and fine-tune on different data sets in this work.292

– PA-Net, PA-DPCNN, PA-TCN, and PA-Trans: These 293

models are obtained by integrating our polar attention 294

mechanism into Bi-LSTM, DPCNN, TCN, and Trans- 295

former, respectively. The polar attention mechanism is 296

only used in the last hidden layer of the corresponding 297

models. 298

– PA-BERT : BERT pre-trained model is used. The output 299

of the last layer of BERT is used to replace the word 300

embeddings of the PA-Net model. 301

– PA-XLNet: This model integrates the polar attention into 302

the last hidden layer of pre-trained XLNet and fine-tunes 303

on different data sets. 304

4.4 Hyperparameter settings 305

To conduct a fair comparison, the model with polar attention 306

adopts the same parameter settings as those of the original 307

model. 308

We use the 300-dimensional word embeddings from 309

GloVe in the experiments. All models are trained using 310

Adam. Additional hyperparameter λ is searched from [0, 3] 311

with a step size of 0.5. We list the hyperparameters of differ- 312

ent models for MR/SST2/IMDB data set in Table 3. 313

4.5 Overall competing results 314

In order to evaluate the ability of the model to mitigate bias, 315

we map the prediction probability in supplementary testing 316

sets in the range of [0.5 ± β] into the neutral category. A 317

qualitative comparison that we set the step size of β to 0.01 318

and test all models on MR-S is shown in Fig. 3. We observe 319

that all models with polar attention are superior to the orig- 320

inal models in mitigating sentimental bias. In the following 321

Table 4 Results on three

benchmark data sets and

supplementary testing sets

regarding average accuracy (%).

We map the prediction

probability in the range of

[0.5 ± β]. In B1, B2 and B3, the

mapping ranges are

[0.5 ± 0.05], [0.5 ± 0.10], and

[0.5 ± 0.15], respectively

Methods MR MR-S SST2 SST2-S IMDB IMDB-S

Test B1 B2 B3 Test B1 B2 B3 Test B1 B2 B3

DPCNN 77.8 13.7 25.4 40.3 83.0 5.2 12.0 21.7 86.0 8.3 14.4 21.7

PA-DPCNN 80.0 23.7 46.6 67.1 83.6 15.5 32.7 46.3 87.4 33.5 68.2 83.0

Transformer 77.2 15.3 23.7 39.3 82.1 13.9 26.7 45.3 85.9 8.4 17.7 31.0

PA-Trans 79.0 24.5 42.3 69.4 82.4 27.3 40.3 51.7 86.3 17.1 43.4 57.8

TCN 80.1 33.3 48.9 64.7 82.8 13.7 32.3 46.6 85.4 46.7 76.2 84.9

PA-TCN 82.1 45.8 65.5 73.2 84.4 27.5 45.2 60.3 87.3 58.8 82.3 89.7

Bi-LSTM 80.7 20.4 38.5 56.3 83.1 15.2 30.5 45.3 87.2 16.2 35.3 47.3

ATT-Bi-LSTM 81.5 24.0 44.9 61.2 84.1 15.1 35.7 49.4 86.6 10.7 17.1 28.9

PA-Net 82.8 36.9 60.4 78.3 85.7 33.2 57.7 77.1 87.8 34.3 60.6 74.5

BERT 88.2 8.7 15.0 22.3 91.1 5.3 7.2 10.7 93.9 10.5 22.3 33.6

PA-BERT 88.7 16.0 23.7 32.6 91.3 11.7 20.7 31.0 94.5 25.0 47.7 68.7

XLNet 89.3 4.1 6.5 9.6 91.8 4.4 8.3 12.0 95.1 3.7 7.7 15.6

PA-XLNet 89.5 7.5 15.4 27.8 92.0 6.8 12.7 18.2 95.5 10.1 23.0 42.8
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Fig. 4 Visualizations of two

different attention mechanisms

in the same sentence

Attention heat map by ATT-Bi-LSTM

Attention heat map by PA-Net

(a)

(b)

Fig. 5 Test accuracy of different

models during training on the

MR data set
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Fig. 6 Bias degrees of different

models during training on MR-S

experiments, we set the β to 0.05, 0.10, and 0.15 for quanti-322

tative evaluation.323

To facilitate comparison, all models are divided into six324

groups. The experimental results are presented in Table 4, and325

each result is the average value of five runs with random ini-326

tialization. The best results are in bold type. We observe that327

all models with the polar attention achieved the best results328

on all benchmark testing sets and supplementary testing sets329

compared to original models. In particular, the models with330

polar attention are slightly better than the original models331

on the benchmark data sets. However, significant improve-332

ments are obtained by the polar attention-based models on333

the supplementary testing sets. The average increments are334

15.2%, 23.3%, and 27.0% under three mapping methods335

(i.e., B1, B2, and B3) from the prediction probability to the336

neutral label. In addition, BERT and XLNet can effectively337

enhance the performance of classification. PA-XLNet which338

integrates the polar attention into pre-trained XLNet further339

improved the performance of XLNet and achieved the best340

results on all benchmark testing sets. The proposed polar341

attention mechanism cannot only improve classification per-342

formance, but also significantly mitigate sentimental bias.343

4.6 Analysis344

To verify whether our proposed method can effectively focus345

on polar words and limit sentimental bias, we visualize the346

attention weights of PA-Net and compare them with those347

of ATT-Bi-LSTM. The visualization results are presented in 348

Fig. 4. 349

The test sentence in Fig. 4 is “makoto shinkai is an 350

anime director ..” We observe that the neutral word “is” 351

has high weight in Fig. 4a, but the weight of “is” can be 352

effectively reduced via our polar attention mechanism as 353

shown in Fig. 4b. Figure 4b also illustrates that other neutral 354

words such as “makoto” and “shinkai,” have relatively lower 355

weights than those in Fig. 4a. The results verify that our polar 356

attention can remarkably degrade the sentimental relevance 357

of neutral words. 358

4.7 Control experiments 359

In this section, we firstly investigate the impact of λ on test 360

accuracy. The results are presented in Fig. 5. 361

Figure 5 illustrates that the Bi-LSTM model achieves the 362

lowest test accuracy on the MR data set. Although ATT-Bi- 363

LSTM and PA-Net exhibit nearly the same performance, the 364

test accuracy of PA-Net can be better than that of ATT-Bi- 365

LSTM by adjusting different λ values. However, larger λ 366

values may reduce test accuracy. 367

To verify that the polar attention mechanism can mitigate 368

the sentimental biases during training, the bias degree (i.e., 369

mean square error for the true biased words corpus) in MR-S 370

is utilized to evaluate Bi-LSTM, ATT-Bi-LSTM, and PA-Net 371

with different λ values at each training step. The results are 372

presented in Fig. 6. 373
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Changes in sentimental scores during Bi-LSTM training(a)

Changes in sentimental scores during PA-Net training(b)

Fig. 7 A comparison of the changes in sentimental scores of Bi-LSTM and PA-Net for a given sentence and each word it contains. The “SENTENCE”

means that the sentence “makoto shinkai is an anime director ”

In the figure, PA-Net remarkably reduces bias degrees374

compared with Bi-LSTM and ATT-Bi-LSTM. Compared375

with Bi-LSTM, ATT-Bi-LSTM can slightly mitigate the376

increasing trends of bias degrees. In our search ranges for377

hyperparameter λ, the performance of the polar attention378

mechanism is extremely stable.379

Unexpectedly, the bias degrees of all the models increased380

with an increase in training steps. In order to observe this381

phenomenon intuitively, we present an enlightening exam-382

ple. Considering the same neutral sentence “makoto shinkai383

is an anime director .,” we can obtain the sentimental scores384

of the sentence and each word it contains in each training385

step, and visualize the sentimental scores accordingly. Fig-386

ure 7a, b present a comparison of the changes in sentimental387

scores of Bi-LSTM and PA-Net during training. As shown in388

Fig. 7, both models are accurate in predicting test samples at389

the beginning of training. With the increase of training steps,390

obvious sentimental bias appeared in Bi-LSTM, especially 391

on the words “makoto,” “shinkai,” “is,” “anime,” “director,” 392

and the symbol “..” The predicted result of this neutral sen- 393

tence tends to be positive. While our proposed PA-Net, as 394

shown in Fig. 7b, has a significant mitigating effect on sen- 395

timental bias. The predicted results of all test samples are 396

stable and remain in the range of 0.4 to 0.6. This comparison 397

verifies the effectiveness of the polar attention mechanism in 398

mitigating sentimental bias. 399

5 Conclusion 400

The skewed distribution of words on different sentimental 401

categories incurs sentimental bias in sentiment analysis. Our 402

work is the first attempt to mitigate word sentimental bias. A 403

novel polar attention mechanism is proposed to explicitly 404
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model the word-level polarities together with a distance-405

based attention scoring module. It can reduce the extent of406

sentimental bias for neutral words while truly polar words are407

still attended. The experimental results on three benchmark408

data sets and their corresponding supplementary testing data409

verify the effectiveness of the proposed mechanism.410
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