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#### Abstract

A common task in computational physics is the convolution of a translation invariant, free-space Green's function with a smooth and compactly supported source density. Fourier methods are natural in this context, but encounter two difficulties. First, the kernel is typically singular in Fourier space and second, the source distribution can be highly anisotropic. The truncated kernel method [49] overcomes the first difficulty by taking into account the spatial range over which the solution is desired and setting the Green's function to zero beyond that range in a radially symmetric fashion. The transform of this truncated kernel can be computed easily and is infinitely differentiable by the Paley-Wiener theorem. As a result, a simple trapezoidal rule can be used for quadrature, the convolution can be implemented using the FFT, and the result is spectrally accurate.

Here, we develop an anisotropic extension of the truncated kernel method, where the truncation region in physical space is a rectangular box, which may have a large aspect ratio. In this case, the Fourier transform of the truncated kernel is again smooth, but is typically not available analytically. Instead, an efficient sum-of-Gaussians approximation is used to obtain the Fourier transform of the truncated kernel efficiently and accurately. This then permits the fast evaluation of the desired convolution with a source distribution sampled on an anisotropic, tensor-product grid. For problems in $d$ dimensions, the storage cost is $O\left(2^{d} N\right)$ independent of the aspect ratio, and the computational cost is $O\left(2^{d} N \log \left(2^{d} N\right)\right)$, where $N$ is the total number of grid points needed to resolve the density. The performance of the algorithm is illustrated with several examples.
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1. Introduction. In this paper, we consider the evaluation of convolution integrals of the form

$$
\begin{equation*}
\phi(\mathbf{x})=[U * \rho](\mathbf{x})=\int_{\mathbb{R}^{d}} U(\mathbf{x}-\mathbf{y}) \rho(\mathbf{y}) d \mathbf{y} \tag{1.1}
\end{equation*}
$$

where $d$ is the ambient dimension, $\rho(\mathbf{x})$ is a smooth and compactly supported (or rapidly decaying) source distribution, and the convolution kernel $U(\mathbf{x})$ is a known radially symmetric function, which might be singular at the origin and/or at infinity. A typical example is the solution of the Poisson equation

$$
-\Delta \phi=\rho
$$

in free space, in which case $U(\mathbf{x})=-\frac{1}{2 \pi} \ln |\mathbf{x}|$ for $d=2$ and $U(\mathbf{x})=\frac{1}{4 \pi|\mathbf{x}|}$ for $d=3$.
It is well known from the convolution theorem that $\phi(\mathbf{x})$ in (1.1) can be computed

[^0]in Fourier space by the formula
\[

$$
\begin{equation*}
\phi(\mathbf{x})=\frac{1}{(2 \pi)^{d}} \int_{\mathbb{R}^{d}} \widehat{U}(\mathbf{k}) \widehat{\rho}(k) e^{i \mathbf{k} \cdot \mathbf{x}} d \mathbf{k} \tag{1.2}
\end{equation*}
$$

\]

where the Fourier transform of $f$ is defined as $\widehat{f}(\mathbf{k})=\int_{\mathbb{R}^{d}} f(\mathbf{x}) e^{-i \mathbf{k} \cdot \mathbf{x}} d \mathbf{x}$. For the Coulomb potential (the Poisson equation), we have

$$
\begin{equation*}
\widehat{U}(\mathbf{k})=\frac{1}{|\mathbf{k}|^{2}} \tag{1.3}
\end{equation*}
$$

This is, of course, true more generally; for any of the constant-coefficient partial differential equations of mathematical physics, the solution due to a source distribution $\rho(\mathbf{x})$ takes the form (1.1), (1.2), where $U(\mathbf{x})$ is the corresponding free-space Green's function. Important cases aside from the Coulomb potential include the Yukawa potential, the biharmonic potential, etc.

There is a substantial literature on alternative methods for the solution of partial differential equations in free space. Finite difference and finite element discretization of the governing equation, for example, are more flexible in terms of spatial adaptivity, but require the solution of large linear systems and the imposition of artificial, "outgoing" boundary conditions on the boundary of a finite computational domain. Integral transform methods, which compute (1.1) directly, avoid the need to solve a linear system or to impose artificial boundary conditions, but require quadrature schemes to handle the singularity of the kernel $U(\mathbf{x})$ and fast algorithms (such as the fast Fourier transform or the fast multipole method) to reduce the $O\left(N^{2}\right)$ cost, where $N$ is the number of source and target points of interest (see, for example, $[1,2,7,14,16,23,30,33,34,37])$.

Here, we are interested in the development of purely Fourier-based methods, sacrificing spatial adaptivity, but exploiting the speed of the FFT. The principal novelty of the present work is that we develop an effective method for the case where the source term $\rho$ is strongly anisotropic, a situation which is frequently encountered in confined quantum systems [3, 4]. More precisely, we seek to develop an efficient method for (1.2) when $\rho$ is given on a rectangular domain in $d$ dimensions of the form

$$
\begin{equation*}
\mathbf{R}_{L \gamma}=\prod_{j=1}^{d}\left[-L \gamma_{j}, L \gamma_{j}\right] \tag{1.4}
\end{equation*}
$$

We define the anisotropy vector by $\gamma=\left(\gamma_{1}, \ldots, \gamma_{d}\right)$. The magnitudes of the $\gamma_{j}$ reflect the degree of anisotropy. Without loss of generality, we assume that $\gamma_{1}=1$ and that $\gamma_{j} \leq 1$ for $j=2, \ldots, d$. We also assume, for the sake of simplicity, that $\rho$ is sampled on a grid with the same number of points in each linear dimension (achieving greater spatial resolution in the dimensions where $\gamma_{j}$ is small).

Definition 1.1. We will refer to

$$
\begin{equation*}
\gamma_{f}:=\prod_{j=2}^{d} \gamma_{j}^{-1} \tag{1.5}
\end{equation*}
$$

as the anisotropy factor. In the isotropic case, $\gamma_{f}=1$, while for highly anisotropic source distributions, $\gamma_{f} \gg 1$.

Leaving anisotropy aside for the moment, suppose that we approximate the integral in (1.2) by the trapezoidal rule (leading to a discrete Fourier transform). This, unfortunately, yields low order accuracy for the Poisson equation, because of the singularity in the kernel (1.3) (see [5, 6, 18]). While Jiang et al. developed a high order correction method in three dimensions that uses a spherical coordinate system near the origin [27], it requires the use of the nonuniform FFT (NUFFT) [15, 24]. This approach has been extended successfully to a variety of other kernels [6, 36], including the 2D Poisson kernel, where the $1 /|\mathbf{k}|^{2}$ singularity cannot be obviated by simply changing to polar coordinates. Nevertheless, the needed modifications can become rather complicated when dealing with more general kernels, such as the Helmholtz kernel, where singularities are not restricted to the origin. Moreover, significant work would be required to extend these methods to the case of anisotropic grids.

A simpler and more efficient method is described in the recent paper by Vico et al. [49], which we refer to as the truncated kernel method (TKM). It is based on the observation that, if one seeks the solution to the convolution equation (1.2) only in a ball $B$ of radius $R$, with the source distribution supported in $B$ as well, then no error is incurred by convolving with $U_{B}(\mathbf{x})$ instead of $U(\mathbf{x})$, where

$$
U_{B}(\mathbf{x})=\left\{\begin{array}{cl}
U(\mathbf{x}) & \text { for }|\mathbf{x}| \leq 2 R \\
0 & \text { for }|\mathbf{x}|>2 R
\end{array}\right.
$$

This is clear from inspection of the formula (1.1); the maximum distance of a target point of interest from a source point is $2 R$. The truncated kernel $U_{B}(\mathbf{x})$ is compactly supported, so that $\widehat{U}_{B}(\mathbf{k})$ is entire (and $C^{\infty}$ ) by the Paley-Wiener Theorem (see, for example, [44]). It is, in fact, straightforward to show that

$$
\begin{equation*}
\widehat{U}_{B}(\mathbf{k})=\frac{1-\cos (2|\mathbf{k}| R)}{|\mathbf{k}|^{2}} \tag{1.6}
\end{equation*}
$$

In short, the TKM replaces (1.2) with

$$
\begin{equation*}
\phi(\mathbf{x})=\frac{1}{(2 \pi)^{d}} \int_{\mathbb{R}^{d}} \widehat{U}_{B}(\mathbf{k}) \widehat{\rho}(\mathbf{k}) e^{i \mathbf{k} \cdot \mathbf{x}} d \mathbf{k} \tag{1.7}
\end{equation*}
$$

Note that for the source distribution in (1.4), we have

$$
\begin{equation*}
R=L \sqrt{1+\gamma_{1}^{2}+\cdots+\gamma_{d}^{2}} \tag{1.8}
\end{equation*}
$$

Although smooth, $\widehat{U}_{B}$ decays slowly in the Fourier domain. It is the smoothness of the source distribution that provides the needed high-frequency cut-off in (1.2). Combining these observations, it follows that trapezoidal rule discretization of (1.7) and the FFT lead to a spectrally accurate method. This idea was introduced in the Coulomb setting as the "supercell" method [26, 43], and in the Helmholtz setting by Vainikko [48]. The TKM [49] developed this approach in some generality and derived analytic formulas for $\widehat{U}_{B}(\mathbf{k})$ in connection with many physically important problems including the Coulomb, Helmholtz, biharmonic, and constant-coefficient advectiondiffusion kernels in both two and three dimensions. It has recently been extended to systems with periodicity in a subset of directions in [45].

Returning now to the issue of anisotropy, let us assume that the source $\rho$ is resolved in physical space with a grid whose grid spacing in the $j$ th coordinate direction is $\Delta x_{j}=L \gamma_{j} / n$. By standard results in Fourier analysis [47], it follows that

$$
\begin{equation*}
\Delta k_{j}=\frac{\pi}{L \gamma_{j}} \tag{1.9}
\end{equation*}
$$

is sufficient to resolve $\widehat{\rho}(\mathbf{k})$. Using the TKM, however, we would first need to enclose the rectangular box $\mathbf{R}_{L \gamma}$ from (1.4) in a sphere. As noted above, however, the radius of the smallest such sphere is given by (1.8) in $d$ dimensions and the isotropically truncated kernel $\widehat{U}_{B}$ requires that

$$
\begin{equation*}
\Delta k_{j}<\frac{\pi}{2 R} \tag{1.10}
\end{equation*}
$$

in each coordinate direction. This can be seen either from inspection of the $\cos (2|\mathbf{k}| R)$ term in (1.6) and the Nyquist-Shannon sampling theorem or from consideration of "local-global duality" in the Fourier transform [47]. As a result, to reach the desired resolution requires a factor of $\gamma_{f}$ more points in Fourier space than needed to resolve the source distribution itself. A further oversampling factor of $2^{d}$ is needed in order to carry out aperiodic convolution (but that holds for any FFT-based scheme). In short, the excessively fine $\Delta k_{j}$ needed to resolve $\widehat{U}_{B}(\mathbf{k})$ in (1.10) compared to that needed to resolve $\widehat{\rho}(\mathbf{k})$ in (1.9) makes the TKM prohibitively expensive for highly anisotropic problems.

In this paper, we propose an anisotropic truncated kernel method (ATKM) to handle anisotropic problems while avoiding the extra cost induced by the anisotropy factor $\gamma_{f}$. Instead of truncating the convolution kernel in a radially symmetric fashion, we set the kernel to zero outside a rectangular box that is twice the size of $\mathbf{R}_{L \gamma}$ in each direction. That is, we let $U_{R}(\mathbf{x})=U(\mathbf{x}) \chi_{\mathbf{R}_{2 L \gamma}}(\mathbf{x})$. Since the truncated kernel $U_{R}(\mathbf{x})$ now has the same anisotropic structure as the source $\rho$, this eliminates the need for uniform sampling in Fourier space when computing the inverse Fourier transform in (1.7). On the other hand, the truncated kernel in the Fourier domain now takes the form

$$
\begin{equation*}
\widehat{U}_{R}(\mathbf{k})=\int_{\mathbb{R}^{d}} U_{R}(\mathbf{x}) e^{-i \mathbf{k} \cdot \mathbf{x}} d \mathbf{x}=\int_{\mathbf{R}_{2 L \gamma}} U(\mathbf{x}) e^{-i \mathbf{k} \cdot \mathbf{x}} d \mathbf{x}, \quad \mathbf{k} \in \mathbb{R}^{d} . \tag{1.11}
\end{equation*}
$$

It no longer has an explicit analytical expression, even if the original kernel is radially symmetric. Instead, it must be computed numerically. For this, we approximate the kernel $U(\mathbf{x})$ by a sum of Gaussians $U_{G S}(\mathbf{x})$ for $|\mathbf{x}| \in[\delta, 2 R]$, where $\delta$ is a cut-off parameter to be determined and $R$ is given by (1.8).

That is, for a prescribed precision $\varepsilon$, we assume that

$$
\begin{equation*}
\left\|U(\mathbf{x})-U_{G S}(\mathbf{x})\right\|<\varepsilon\|U(\mathbf{x})\|, \quad \delta \leq|\mathbf{x}| \leq 2 R, \tag{1.12}
\end{equation*}
$$

where

$$
\begin{equation*}
U_{G S}(\mathbf{x})=\sum_{i=1}^{S} w_{i} e^{-s_{i}|\mathbf{x}|^{2}} . \tag{1.13}
\end{equation*}
$$

We may then write

$$
\begin{equation*}
\widehat{U}_{R}(\mathbf{k})=\int_{\mathbf{R}_{2 L \gamma}} U_{G S}(\mathbf{x}) e^{-i \mathbf{k} \cdot \mathbf{x}} d \mathbf{x}+\int_{\mathbf{B}_{\delta}}\left[U(\mathbf{x})-U_{G S}(\mathbf{x})\right] e^{-i \mathbf{k} \cdot \mathbf{x}} d \mathbf{x}+O(\varepsilon), \tag{1.14}
\end{equation*}
$$

where $\mathbf{B}_{\delta}$ is the ball of radius $\delta$.
It remains to find an efficient sum of Gaussians approximation for the first integral in (1.14) and a suitable asymptotic method to compute the second integral. We can then provide a complete description of the algorithm.

REMARK 1. The approximation of the convolution kernel in physical space by a sum of Gaussians has been studied extensively in [10, 11, 9, 12, 17, 20, 21, 25, 35]. The paper [17], in particular, is closely related to the present work. There, the convolution is split into a singular near-field component, computed using a Taylor expansion of the density and a regular far-field component, computed using a sum-ofGaussians approximation of the kernel. Both can be evaluated via the FFT.

REMARK 2. The reason a sum-of-Gussians approximation is particularly useful is that it permits the first (d-dimensional) integral in (1.14) to be computed as a product of d one-dimensional integrals - that is, it permits separation of variables. Thus, the cost of evaluating these one-dimensional integrals is only $O\left(S N^{1 / d}\right)$, where $N$ is the total number of discretization points in either physical or Fourier space.

The cutoff parameter $\delta$ is chosen sufficiently small that a low-order asymptotic expansion yields sufficient accuracy and requires only $O(S+N)$ work for the evaluation of the second integral in (1.14).

Remark 3. There have been other FFT based fast algorithms developed for the calculation of convolution-type integrals. These include the pre-corrected FFT for computing convolution integrals when the discretization points are close to but not exactly on a regular grid (see, for example, [40, 41, 50]) and Particle Mesh Ewald method for systems involving periodic conditions in certain directions (see, for example, [13, 31, 32, 46]). We do not intend to present a comprehensive review of these algorithms here, and refer the reader to the aforementioned references for details.

The paper is organized as follows. We show, in section 2, that the number of Gaussians $S$ is of the order $S=O(\log \delta \log \varepsilon)$ for a variety of non-oscillatory kernels with radial symmetry. In section 3, we present the ATKM with detailed error analysis and parameter selection strategies. In section 4, we illustrate the performance of the algorithm with several numerical examples. Some concluding remarks can be found in section 5 .
2. Sum-of-Gaussian approximation of convolution kernels. In this section, we first consider the three-dimensional Yukawa (or modified Helmholtz) kernel $\frac{e^{-\lambda r}}{4 \pi r}$, i.e., the Green's function for the partial differential equation $\left(-\Delta+\lambda^{2}\right) u=\rho$. The 3D Coulomb kernel (corresponding to $\lambda=0$ ) and the general power function $\frac{1}{r^{\beta}}$ with $\beta>0$, have been studied in detail in [11].

We begin with the integral representation

$$
\begin{equation*}
\frac{e^{-\lambda r}}{4 \pi r}=\frac{1}{2 \pi \sqrt{\pi}} \int_{0}^{\infty} e^{-r^{2} t^{2}-\frac{\lambda^{2}}{4 t^{2}}} d t=\frac{1}{2 \pi \sqrt{\pi}} \int_{\mathbb{R}} e^{-r^{2} e^{2 u}} e^{-\frac{\lambda^{2}}{4} e^{-2 u}} e^{u} d u \tag{2.1}
\end{equation*}
$$

where the first equality can be found in [8], and the second equality follows from change of variable $t=e^{u}$. The representation can be viewed as an integral of a Gaussian kernel with respect to the $r$ variable so that a discrete sum-of-Gaussians approximation can be obtained by discretization.

Lemma 2.1. Let $[\delta, L]$ denote an interval with $0<\delta<R$. Then

$$
\begin{equation*}
\left\|\frac{e^{-\lambda r}}{4 \pi r}-U_{G S}(r)\right\|=O\left(e^{-C_{1} M / \log M}\right) \tag{2.2}
\end{equation*}
$$

where

$$
\begin{equation*}
U_{G S}(r)=\sum_{j=-M}^{M} \omega_{j} e^{-\tau_{j}^{2} r^{2}}, \tag{2.3}
\end{equation*}
$$

with $\omega_{j}=\frac{1}{4 \pi} \frac{2}{\sqrt{\pi}} h e^{u_{j}} e^{-\frac{\lambda^{2}}{4} e^{-2 u_{j}}}, u_{j}=j h, \tau_{j}=e^{u_{j}}$, and $h=\log \left(\frac{2 \pi a M}{b}\right) /(a M)$.
Proof. As a function of $u$, the integrand $f(u):=e^{-r^{2} e^{2 u}} e^{-\frac{\lambda^{2}}{4} e^{-2 u}} e^{u}$ lies in $H^{1}\left(D_{l}\right)$ for $l<\pi / 2$ [25], containing all holomorphic functions in the strip $D_{l}:=\{\mathbf{z} \in \mathbb{C}:|\operatorname{Im} z| \leq l\}$ satisfying the additional property

$$
\begin{equation*}
N\left(f, D_{l}\right):=\int_{\partial D_{l}}|f(\mathbf{z})||d \mathbf{z}|=\int_{\mathbb{R}}(|f(u+i l)|+|f(u-i l)|) \mathrm{d} u<\infty . \tag{2.4}
\end{equation*}
$$

We also have that $|f(u)| \leq C e^{-b e^{a|u|}}$ with $a=2, b=\min \left\{\delta^{2}, \lambda^{2} / 4\right\}$ for all $u \in \mathbb{R}$ and $r \in[\delta, R]$. Thus, by Proposition 2.1 in [25], the truncated trapezoidal rule applied to (2.1) leads to a spectrally accurate approximation.

Remark 4. In practice, we change the summation limits in (2.3) to $M_{1}$ and $M_{2}$ by finding a range for $u$ in (2.1) beyond which the integrand is negligible. We then apply standard model reduction algorithm (see, for example, [51]) to reduce the number of Gaussians as a final optimization step.

Table 2.1 shows the number of terms for various values of $\delta$ and $\varepsilon$ over the interval $[\delta, 16 \sqrt{3}]$ for $\lambda=1$, where the desired accuracy $\varepsilon$ is measured in the relative maximum norm. Note that the number of terms grows linearly (or sublinearly) in terms of both $\log \left(\varepsilon^{-1}\right)$ and $\log \left(\delta^{-1}\right)$.

TABLE 2.1
Number of Gaussians needed for approximating the $3 D$ Yukawa kernel $U(r)=\frac{1}{4 \pi} \frac{e^{-\lambda r}}{r}$ over $[\delta, 16 \sqrt{3}]$ with $\lambda=1$ for the given accuracy $\varepsilon$.

| $\delta \backslash \varepsilon$ | $10^{-6}$ | $10^{-7}$ | $10^{-8}$ | $10^{-9}$ | $10^{-10}$ | $10^{-11}$ | $10^{-12}$ |
| :--- | :---: | :--- | :--- | :--- | :--- | :--- | :--- |
| $10^{-3}$ | 33 | 38 | 44 | 49 | 55 | 60 | 67 |
| $10^{-4}$ | 40 | 46 | 53 | 60 | 67 | 73 | 80 |
| $10^{-5}$ | 47 | 54 | 62 | 70 | 78 | 85 | 93 |
| $10^{-6}$ | 54 | 62 | 72 | 80 | 90 | 98 | 107 |

For the 2D Yukawa kernel $\frac{1}{2 \pi} K_{0}(\lambda r)$, where $K_{0}$ is the modified Bessel function of the second kind of order 0 (Section 10.25 in [39]), we may start from the integral representation (eq. 10.32.10 in [39])

$$
\begin{equation*}
U_{\lambda}(r)=\frac{1}{2 \pi} K_{0}(\lambda r)=\frac{1}{4 \pi} \int_{0}^{\infty} e^{\left(-t-\frac{\lambda^{2} r^{2}}{4 t}\right)} \frac{d t}{t}=\frac{1}{4 \pi} \int_{\mathbb{R}} e^{-\frac{\lambda^{2} r^{2}}{4} e^{-u}} e^{-e^{u}} d u \tag{2.5}
\end{equation*}
$$

We then follow a similar procedure to obtain an efficient, accurate sum-of-Gaussians approximation.
2.1. A black-box algorithm for the Gaussian-sum approximation of radially symmetric kernels. Assume now that the kernel is radially symmetric, i.e., $U(\mathbf{x})=U(r), r=|\mathbf{x}|$. Then the problem is reduced to one-dimensional approximation problem. By a simple change of variable $r=\sqrt{x}$, we observe that the sum-of-Gaussian approximation of $U(r)$ on $[\delta, R]$ is equivalent to the sum-of-exponential approximation of $U(\sqrt{x})$ on $\left[\delta^{2}, R^{2}\right]$. Sum-of-exponential approximations have been studied more extensively in literature (see, for example, [10, 11]). However, [10] samples the function using equispaced points; while [11] considers the power functions only. Here we consider sum-of-exponential approximation of a nonoscillatory function $f(x)$ on an interval $[a, b] \subset \mathbb{R}^{+}$. We assume that $f$ is in general singular at the origin, as is
the case for most Green's functions, and the left end point $a$ may be very close to the origin. Thus, the method in [10] does not seem to be a very effective method for finding sum-of-exponential approximation of $f$.

As is well known, the Laplace transform of an exponential function $e^{-\alpha t}$ is the pole function $\frac{1}{s+\alpha}$. In [51], a bootstrap method for finding sum-of-pole approximations for a certain class of function is developed. The method applies a nonlinear least squares procedure recursively on a successively larger interval on the imaginary axis. The method in [51] tries to find the sum-of-pole approximation for a given function such that the approximation is valid in the entire right half of the complex plane; while our objective here is to find a Gaussian-sum approximation on a finite interval.

We have developed a simplified algorithm for finding the sum-of-exponential approximation. The algorithm consists of two stages (see [28] for details). In the first stage, a preliminary sum-of-exponential approximation that is accurate but inefficient is constructed for $f$ on $[a, b]$. That is,

$$
\begin{equation*}
f(x) \approx \sum_{j=1}^{P} \tilde{w}_{j} e^{\tilde{s}_{j} x}, \quad x \in[a, b] \tag{2.6}
\end{equation*}
$$

This is done as follows. We first allocate a set of $P$ logarithmically equally spaced points $\tilde{s}_{j}(j=1, \ldots, P)$ lying on the negative real axis, which serve as the nodes in the preliminary sum-of-exponential approximation (2.6). Second, a set of sampling points on $[a, b]$ are constructed via adaptive bisections into smaller and smaller subintervals such that the given function $f$ is accurately approximated by a Chebyshev polynomial of degree no greater than $n_{c}$ on each subinterval. Since the origin is assumed to be a singular point, we further make dyadic subdivisions for the interval close to the origin. We denote these sampling points by $x_{i}, i=1, \ldots, M$. We now solve the following linear least squares problem

$$
\begin{equation*}
A \tilde{w}=b \tag{2.7}
\end{equation*}
$$

where $A$ is an $M \times P$ matrix with the entry $A_{i j}=e^{\tilde{s}_{j} x_{i}}, \tilde{w}$ is a column vector of length $P$ containing the weights in the preliminary sum-of-exponential approximation, and $b$ is a column vector of length $M$ with $b_{i}=f\left(x_{i}\right)$.

In the second stage, we apply the "squareroot method" in model reduction (see, for example, [51] and references therein for details) to reduce the number of exponentials to achieve a near optimal sum-of-exponential approximation. That is,

$$
\begin{equation*}
\sum_{j=1}^{P} \tilde{w}_{j} e^{\tilde{s}_{j} x} \approx \sum_{j=1}^{S} w_{j} e^{s_{j} x} \tag{2.8}
\end{equation*}
$$

The optimality of the resulting sum-of-exponential approximation in $L^{\infty}$ norm is guaranteed by well-known results in control theory (see, for example, [22]). We would like to remark that the model reduction technique was originally designed for sum-ofpole approximations. However, since all the nodes lie in the left half of the complex plane, we may apply it directly to the reduction of sum-of-exponential approximation due to the aforementioned connection between these two types of approximations.

Taking now $f(x)=U(\sqrt{x}),[a, b]=\left[\delta^{2}, R^{2}\right]$, and combining (2.6) and (2.8), we obtain

$$
\begin{equation*}
U(\mathbf{x})=U(r)=U(x) \approx \sum_{j=1}^{S} w_{j} e^{s_{j} x^{2}}, \quad x \in[\delta, R] \tag{2.9}
\end{equation*}
$$

We have applied the algorithm to find efficient and accurate Gaussian-sum approximations for many kernels, including the biharmonic Green's function in both two and three dimensions, the Poisson kernel in two dimensions, etc. The performance of the algorithm on these kernels is similar. Table 2.2 lists the number of Gaussians needed to approximate the 2D Poisson kernel $-\frac{1}{2 \pi} \ln |\mathbf{x}|$ on the interval $[\delta, R]$ with various $\delta$ and relative $L^{2}$ error bound $\varepsilon$.

TABLE 2.2
Number of Gaussians needed for approximating the 2D Poisson kernel $U(r)=-\frac{1}{2 \pi} \ln (r)$ over $[\delta, 2 \sqrt{2}]$ for the given accuracy $\varepsilon$.

| $\delta \backslash \varepsilon$ | $10^{-6}$ | $10^{-7}$ | $10^{-8}$ | $10^{-9}$ | $10^{-10}$ | $10^{-11}$ | $10^{-12}$ |
| :--- | :---: | :--- | :--- | :--- | :--- | :--- | :--- |
| $10^{-3}$ | 80 | 86 | 95 | 107 | 117 | 128 | 137 |
| $10^{-4}$ | 98 | 109 | 124 | 136 | 152 | 160 | 171 |
| $10^{-5}$ | 118 | 134 | 146 | 164 | 189 | 196 | 209 |
| $10^{-6}$ | 131 | 151 | 167 | 195 | 214 | 231 | 241 |

3. Anisotropic truncated kernel method. We now discuss the ATKM in detail. We assume that the density function $\rho$ is compactly supported in a generally anisotropic rectangular box $\mathbf{R}_{L \gamma}$ and well resolved by $n$ equispaced points in each direction. Thus, the total number of grid points needed to resolve the density function $\rho$ on $\mathbf{R}_{L \gamma}$ is $N=n^{d}$. We truncate the kernel on a rectangular box $\mathbf{R}_{2 L \gamma}$ instead of an isotropic ball. That is,

$$
\begin{align*}
\phi(\mathbf{x}) & =\int_{\mathbb{R}^{d}} U(\mathbf{y}) \rho(\mathbf{x}-\mathbf{y}) d \mathbf{y}=\int_{\mathbf{x}+\mathbf{R}_{L \boldsymbol{\gamma}}} U(\mathbf{y}) \rho(\mathbf{x}-\mathbf{y}) d \mathbf{y}  \tag{3.1}\\
& =\int_{\mathbf{R}_{2 L \boldsymbol{\gamma}}} U(\mathbf{y}) \rho(\mathbf{x}-\mathbf{y}) d \mathbf{y}, \quad \mathbf{x} \in \mathbf{R}_{L \boldsymbol{\gamma}} .
\end{align*}
$$

For the density $\rho(\mathbf{x}-\mathbf{y})$ in (3.1), we have $\mathbf{x}-\mathbf{y} \in \mathbf{R}_{3 L \boldsymbol{\gamma}}$ for $\forall \mathbf{x} \in \mathbf{R}_{L \boldsymbol{\gamma}}, \mathbf{y} \in \mathbf{R}_{2 L \boldsymbol{\gamma}}$. Therefore we can approximate the density $\rho$ on $\mathbf{R}_{3 L \gamma}$ by a Fourier pseudo-spectral method with spectral accuracy [47]. This seems to require a threefold zero-padding from $\mathbf{R}_{L \boldsymbol{\gamma}}$ to $\mathbf{R}_{3 L \boldsymbol{\gamma}}$. However, straightforward analysis shows that to obtain the solution in the domain $\mathbf{R}_{L \gamma}$ itself, it is sufficient to carry out zero-padding to $\mathbf{R}_{2 L \gamma}$. In short, the density $\rho$ is well resolved by the following finite Fourier series

$$
\begin{equation*}
\rho(\mathbf{z}) \approx \sum_{\mathbf{k}} \widehat{\rho}_{\mathbf{k}} e^{i \mathbf{k} \cdot \mathbf{z}}, \quad \mathbf{z} \in \mathbf{R}_{2 L \gamma} \tag{3.2}
\end{equation*}
$$

where $\mathbf{k}=\frac{\pi}{2 L}\left(\frac{k_{1}}{\gamma_{1}}, \ldots, \frac{k_{d}}{\gamma_{d}}\right)$ with $k_{j}=-n, \ldots, n-1$ for $j=1, \ldots, d$. The Fourier coefficients are given by the formula

$$
\begin{equation*}
\widehat{\rho}_{\mathbf{k}}=\frac{1}{\left|\mathbf{R}_{2 L \boldsymbol{\gamma}}\right|} \int_{\mathbf{R}_{2 L \boldsymbol{\gamma}}} \rho(\mathbf{z}) e^{-i \mathbf{k} \cdot \mathbf{z}} d \mathbf{z} \tag{3.3}
\end{equation*}
$$

where $\left|\mathbf{R}_{2 L \gamma}\right|=(4 L)^{d} \prod_{j=1}^{d} \gamma_{j}$ is the volume of $\mathbf{R}_{2 L \gamma}$.
By the assumption on $\rho$, the integral in (3.3) is well approximated by the trapezoidal rule. Thus $\widehat{\rho}_{\mathbf{k}}$ can be evaluated via the forward FFT of size $2^{d} N$. Using (3.1) and (3.2), we obtain

$$
\begin{align*}
\phi(\mathbf{x}) & =\int_{\mathbf{R}_{2 L \gamma}} U(\mathbf{y}) \rho(\mathbf{x}-\mathbf{y}) d \mathbf{y} \\
& \approx \sum_{\mathbf{k}} \widehat{\rho}_{\mathbf{k}} e^{i \mathbf{k} \cdot \mathbf{x}}\left(\int_{\mathbf{R}_{2 L \gamma}} U(\mathbf{y}) e^{-i \mathbf{k} \cdot \mathbf{y}} d \mathbf{y}\right)  \tag{3.4}\\
& :=\sum_{\mathbf{k}} \widehat{U}_{R}(\mathbf{k}) \widehat{\rho}_{\mathbf{k}} e^{i \mathbf{k} \cdot \mathbf{x}}
\end{align*}
$$

where $\widehat{U}_{R}(\mathbf{k})$ is defined by the formula

$$
\begin{equation*}
\widehat{U}_{R}(\mathbf{k}):=\int_{\mathbf{R}_{2 L \boldsymbol{\gamma}}} U(\mathbf{y}) e^{-i \mathbf{k} \cdot \mathbf{y}} d \mathbf{y} \tag{3.5}
\end{equation*}
$$

Clearly, once $\widehat{U}_{R}(\mathbf{k})$ is available, the evaluation of the potential $\phi$ can be accomplished in three simple steps: (1) a forward FFT of size $2^{d} N$ for computing $\widehat{\rho}(\mathbf{k})$, (2) pointwise multiplication of $\widehat{U}_{R}(\mathbf{k})$ and $\widehat{\rho}(\mathbf{k})$, and (3) a backward FFT of size $2^{d} N$ for computing $\phi(\mathbf{x})$. An alternative derivation of the procedure can be obtained from the Fourier integral representation (1.2) rather than the convolution form to derive (3.4). We prefer the derivation above because it is easier to verify that twofold zero-padding along each direction is necessary and sufficient for the evaluation of the potential.

In order to compute $\widehat{U}_{R}(\mathbf{k})$, we apply the Gaussian-sum approximation of the kernel to split the integral into two parts as in (1.14). That is,

$$
\begin{equation*}
\widehat{U}_{R}(\mathbf{k}) \approx I_{1}(\mathbf{k})+I_{2}(\mathbf{k}) \tag{3.6}
\end{equation*}
$$

where

$$
\begin{equation*}
I_{2}(\mathbf{k})=\int_{B_{\delta}}\left(U-U_{\mathrm{GS}}\right)(\mathbf{y}) e^{-i \mathbf{k} \cdot \mathbf{y}} d \mathbf{y} \tag{3.7}
\end{equation*}
$$

and

$$
\begin{align*}
I_{1}(\mathbf{k}) & =\int_{\mathbf{R}_{2 L \gamma}} U_{G S}(\mathbf{y}) e^{-i \mathbf{k} \cdot \mathbf{y}} d \mathbf{y}=\int_{\mathbf{R}_{2 L \gamma}} \sum_{i=1}^{S} w_{i} e^{s_{i}|\mathbf{y}|^{2}} e^{-i \mathbf{k} \cdot \mathbf{y}} d \mathbf{y} \\
& =\sum_{i=1}^{S} w_{i} \prod_{j=1}^{d} G_{i j}\left(s_{i}, k_{j}\right) \tag{3.8}
\end{align*}
$$

with

$$
\begin{equation*}
G_{i j}\left(s_{i}, k_{j}\right)=\int_{-2 L \gamma_{j}}^{2 L \gamma_{j}} e^{s_{i} y_{j}^{2}} e^{\frac{-\pi i k_{j} y_{j}}{2 L \gamma_{j}}} d y_{j}, \quad i=1, \ldots, S, \quad k_{j}=-n, \ldots, n-1 \tag{3.9}
\end{equation*}
$$

The last equality in (3.8) follows from the separable structure of Gaussians. We observe that the $d$-dimensional integral is decomposed into $d$ one-dimensional Fourier integrals of the Gaussians, leading to great reduction in the computational cost. Let $\alpha^{2}=-s_{i} L^{2} \gamma_{j}^{2}, \beta=\pi k_{j} / 2$, and $x=y_{j} /\left(L \gamma_{j}\right)$. These one-dimensional integrals are
reduced to the following standard form

$$
\begin{align*}
\frac{G_{i j}\left(s_{i}, k_{j}\right)}{L \gamma_{j}} & =G(\alpha, \beta)=\int_{-2}^{2} e^{-\alpha^{2} x^{2}} e^{-i \frac{\pi k x}{2}} d x \\
& \left.\left.=\frac{\sqrt{\pi}}{\alpha} e^{-\frac{\beta^{2}}{4 \alpha^{2}}}\left[\operatorname{erf}\left(-2 \alpha+i \frac{\beta}{2 \alpha}\right)\right)-\operatorname{erf}\left(2 \alpha+i \frac{\beta}{2 \alpha}\right)\right)\right]  \tag{3.10}\\
& =\frac{\sqrt{\pi}}{\alpha} e^{-\frac{\beta^{2}}{4 \alpha^{2}}}-\frac{\sqrt{\pi}}{\alpha} e^{-4 \alpha^{2}} \operatorname{Re}\left(e^{-i \pi k_{j}} \omega\left(-\frac{\beta}{2 \alpha}+2 i \alpha\right)\right)
\end{align*}
$$

Here $\operatorname{erf}(z)=\frac{2}{\sqrt{\pi}} \int_{0}^{z} e^{-t^{2}} d t$ is the error function [39] and $\omega(z)=e^{-z^{2}}(1-\operatorname{erf}(-i z))$ is the so-called Faddeeva function [19, 42, 52], which can be evaluated easily via existing software package [29]. After the evaluation of these $2 d S n=2 d S N^{1 / d}$ one-dimensional integrals, $I_{1}(\mathbf{k})$ can be evaluated in $O\left(S 2^{d} N\right)$ multiplications and additions. Thus the computation of $I_{1}(\mathbf{k})$ is very cheap, even though $S$ may be in the order of 100 . We remark here that it is embarrassingly easy to parallelize this step, leading to further reduction on the computational time if needed.

For $I_{2}(\mathbf{k})$, we expand the plane-wave function into Taylor series and calculate the integral term by term. That is,

$$
\begin{equation*}
I_{2}(\mathbf{k}) \approx \int_{B_{\delta}}\left(U-U_{\mathrm{GS}}\right)(\mathbf{y}) T(\mathbf{y}) d \mathbf{y} \tag{3.11}
\end{equation*}
$$

where $T(\mathbf{y})$ is the truncated Taylor expansion of the complex exponential $e^{-i \mathbf{k} \cdot \mathbf{y}}$ of order $p$. Since $U-U_{\mathrm{GS}}$ is radially symmetric, any term involving $\mathbf{y}^{\alpha}:=\prod_{j=1}^{d} y_{j}^{\alpha_{j}}$ with some odd $\alpha_{j}$ vanishes by symmetry. Hence, we only need to compute those even power terms. The lowest order term is simply the integral of $U-U_{\mathrm{GS}}$ itself. And the second order terms can be calculated as follows

$$
\begin{equation*}
\int_{B_{\delta}}\left(U-U_{\mathrm{GS}}\right)(\mathbf{y}) y_{j}^{2} d \mathbf{y}=\frac{2^{d-1} \pi}{d} \int_{0}^{\delta}\left(U-U_{\mathrm{GS}}\right)(r) r^{d+1} d r \tag{3.12}
\end{equation*}
$$

This integral may be computed semianalytically for many kernels. For example, if $U$ is the 3D Coulomb kernel, then
$\int_{B_{\delta}}\left(U-U_{\mathrm{GS}}\right)(\mathbf{y}) y_{j}^{2} d \mathbf{y}=\frac{4 \pi}{3} \int_{0}^{\delta}\left(\frac{1}{4 \pi} \frac{1}{r}-\sum_{i=1}^{S} w_{i} e^{s_{i} r^{2}}\right) r^{4} d r=\frac{\delta^{4}}{12}-\frac{4 \pi}{3} \sum_{i=1}^{S} w_{i} F\left(s_{i}, \delta\right)$, where $F\left(s_{i}, \delta\right)=\int_{0}^{\delta} e^{s_{i} r^{2}} r^{4} d r$. As $k_{j}$ can be pulled out when evaluating these integrals, the computational cost of evaluating $I_{2}(\mathbf{k})$ is $O(S p+N)$ or simply $O(N)$ as $S p \ll N$ in practice.

We now discuss the choice of the parameter $\delta . \delta$ should be chosen so that the truncation error of the Taylor expansion is uniformly bounded for all $\mathbf{k}$ in the computational range. That is, if we write

$$
\begin{equation*}
E_{T}(\mathbf{k})=\int_{B_{\delta}}\left(U-U_{\mathrm{GS}}\right)(\mathbf{y})\left(e^{-i \mathbf{k} \cdot \mathbf{y}}-T(\mathbf{y})\right) d \mathbf{y} \tag{3.13}
\end{equation*}
$$

where $T(\mathbf{y})$ is the Taylor expansion of the complex exponential $e^{-i \mathbf{k} \cdot \mathbf{y}}$ to the $p$-th order, then we require that

$$
\begin{equation*}
\left|E_{T}(\mathbf{k})\right| \leq \varepsilon \tag{3.14}
\end{equation*}
$$

for all $\mathbf{k}$ in the computational range. For the 3D Coulomb kernel, we have

$$
\begin{equation*}
\left|E_{T}(\mathbf{k})\right|=C\left(\frac{\pi|k| \delta}{2 L \gamma_{j}}\right)^{p+4}, \quad|k|=1, \ldots, n, j=1, \ldots, d \tag{3.15}
\end{equation*}
$$

Combining (3.14) and (3.15), we obtain

$$
\begin{equation*}
\delta \approx \frac{2 L \varepsilon^{1 /(p+4)}}{\pi N^{1 / d}} \min _{j} \gamma_{j} . \tag{3.16}
\end{equation*}
$$

For example, if $L=8, p=2, \varepsilon=2 \times 10^{-16}, n=N^{1 / d}=128, \min _{j} \gamma_{j}=\frac{1}{16}$, then (3.16) leads to $\delta \approx 6 \times 10^{-6}$.

```
Algorithm 3.1 Anisotropic truncated kernel method
Comment: Given a precision requirement \(\varepsilon\), the computational box \(\mathbf{R}_{L \boldsymbol{\gamma}}\), the con-
    volution kernel \(U\), and the density \(\rho\), compute the potential defined in (1.1).
    1: Precomputation stage: determine \(\delta\) and find the Gaussian-sum approximation of
    the kernel \(U\) on \([\delta, 2 R]\).
    Compute \(2 d S n\) one-dimensional integrals \(G_{i j}\left(s_{i}, k_{j}\right)\) via (3.10).
    Compute \(I_{1}(\mathbf{k})\) via (3.8).
    Compute \(I_{2}(\mathbf{k})\) via (3.11).
    Compute the Fourier transform of the truncated kernel \(\widehat{U}_{R}(\mathbf{k})\) by adding \(I_{1}(\mathbf{k})\)
    and \(I_{2}(\mathbf{k})\).
    Compute \(\widehat{\rho}_{\mathbf{k}}\) via the forward FFT.
    Compute the product \(\widehat{U}_{R}(\mathbf{k}) \widehat{\rho}(\mathbf{k})\).
    Compute \(\phi(\mathbf{x})\) via the backward FFT.
```

We summarize the algorithm in Algorithm 3.1. The second step requires $O\left(S N^{1 / d}\right)$ work; the third step requires $O(S N)$ work; the fourth step requires $O(S+N)$ work; the fifth and seventh steps require $O(N)$ work; and the sixth and eighth steps require $O(N \log N)$ work. As noted before, $S$ depends on $\delta$ and $\varepsilon$ logarithmically. Combining this observation with (3.16), we have $S=O(\log N \log \varepsilon)$. Hence, the total computational cost is $O(N \log N)$. Here we also note that the evaluation of $\widehat{U}_{R}(\mathbf{k})$ (i.e., steps $1-5$ in the algorithm) need to be done only once for many time-dependent problems or problems with fixed geometry.

Finally, we would like to emphasize that the main advantage of the ATKM in this paper, as compared with the TKM in [49], is that one does not need excessive zero-padding for highly anisotropic problems. Figure 3.1 illustrates different zeropaddings of the TKM and the ATKM for an anisotropic density in two dimensions. The density $\rho(\mathbf{x})$ is assumed to be compactly supported in $\mathbf{R}_{L \gamma}=[-1,1] \times[-\gamma, \gamma]$ (here $\gamma=\frac{1}{4}$ ). The TKM in [49] requires that the physical domain be enlarged to $[-2,2] \times[-2,2]$ via zero-padding, i.e., a factor of $2^{2} / \gamma=16$ increase in the number of discretization points. For the ATKM, the physical domain needs only to be enlarged to $[-2,2] \times\left[-\frac{1}{2}, \frac{1}{2}\right]$, i.e., a factor of $2^{2}=4$ increase. The savings in the ATKM become even greater for three dimensional highly anisotropic problems. It should also be noted that the TKM requires an initialization phase with oversampling by a factor of 4 in each linear dimension rather than two [49]. This would increase the memory requirements, but can be obviated by decomposing the precomputation into smaller subproblems.


Fig. 3.1. Meshing strategies of the TKM (a) and the ATKM (b) for an anisotropic density $\rho(\boldsymbol{x})$ that is compactly supported in $[-1,1] \times\left[-\frac{1}{4}, \frac{1}{4}\right]$ (labeled in blue). The zero-padded grid points are plotted in red. The zero-padded physical domain is $[-2,2] \times[-2,2]$ and $[-2,2] \times\left[-\frac{1}{2}, \frac{1}{2}\right]$ for the TKM and the ATKM, respectively.
3.1. Error estimates. To derive error estimates of the algorithm, we only have to analyze the error of computing (3.5) via (3.6)-(3.11), as all other approximations are of spectral accuracy. Straightforward inspection shows that the error consists of two parts - the error due to the Gaussian-sum approximation of the kernel on $\mathbf{R}_{2 L \gamma} \backslash B_{\delta}$ and the error due to the truncated Taylor expansion of the complex exponential. That is

$$
\begin{equation*}
E(\mathbf{k})=E_{G S}(\mathbf{k})+E_{T}(\mathbf{k}) \tag{3.17}
\end{equation*}
$$

where $E_{G S}(\mathbf{k})=\int_{\mathbf{R}_{2 L \gamma} \backslash B_{\delta}}\left(U-U_{\mathrm{GS}}\right)(\mathbf{y}) e^{-i \mathbf{k} \cdot \mathbf{y}} d \mathbf{y}$ and $E_{T}(\mathbf{k})$ is given by (3.13). Using the Cauchy-Schwarz inequality, we have

$$
\begin{align*}
\left|E_{G S}(\mathbf{k})\right| & \leq \int_{\mathbf{R}_{2 L \boldsymbol{\gamma}} \backslash B_{\delta}}\left|U-U_{\mathrm{GS}}\right| d \mathbf{y} \leq S^{d-1} \int_{\delta}^{2 R}\left|U-U_{\mathrm{GS}}\right|(r) r^{d-1} d r  \tag{3.18}\\
& \leq \varepsilon \frac{S^{d-1}}{(2 d-1)^{1 / 2}}\|U\|_{L^{2}([\delta, 2 R])}(2 R)^{d-1 / 2}
\end{align*}
$$

with $R=L \sqrt{\sum_{j} \gamma_{j}^{2}}$ and $S^{d-1}=\frac{2 \pi^{\frac{d}{2}}}{\Gamma(d / 2)}$. For $E_{T}(\mathbf{k})$, the choice of $\delta$ in (3.16) guarantees that $\left|E_{T}(\mathbf{k})\right| \leq \varepsilon$ for all $\mathbf{k}$ in the computational range. Therefore, the error can be controlled to any prescribed precision.
4. Numerical Results. To demonstrate the accuracy and efficiency of the ATKM, we carry out several numerical experiments. All numerical errors are calculated in the relative maximum norm, defined as follows:

$$
\begin{equation*}
E:=\frac{\left\|\phi-\phi_{\vec{h}}\right\|_{l^{\infty}}}{\|\phi\|_{l^{\infty}}}=\frac{\max _{\mathbf{x} \in \mathcal{T}_{h}}\left|\phi(\mathbf{x})-\phi_{\vec{h}}(\mathbf{x})\right|}{\max _{\mathbf{x} \in \mathcal{T}_{h}}|\phi(\mathbf{x})|} \tag{4.1}
\end{equation*}
$$

where $\mathcal{T}_{h}$ is the rectangular computational domain discretized uniformly in each direction with mesh size vector $\vec{h}=\left(h_{1}, \ldots, h_{d}\right)^{T}$. Here, the grid function $\phi_{\vec{h}}$ is the numerical solution and $\phi$ is the exact/reference solution. We denote the mesh size vector $\vec{h}$ simply by $h$ if $h_{j}=h$ for $j=1, \ldots, d$. The algorithm has been implemented in FORTRAN, and all reported timing results are obtained using a single 2.60 GHz Intel(R) Core(TM) i7-6660U CPU with 4MB cache with the Intel compiler ifort and optimization level -O3.

### 4.1. Coulomb potentials.

Example 1. The 2D Coulomb potential $\left(U(r)=-\frac{1}{2 \pi} \ln r\right)$.
Case I: We first test the method with an isotropic Gaussian source $\rho(\mathbf{x}):=e^{-|\mathbf{x}|^{2} / \sigma^{2}}$ with $\sigma>0$. The corresponding potential is given by

$$
\begin{equation*}
\phi(\mathbf{x})=-\frac{\sigma^{2}}{4}\left[\mathrm{E}_{1}\left(\frac{|\mathbf{x}|^{2}}{\sigma^{2}}\right)+2 \ln (|\mathbf{x}|)\right] \tag{4.2}
\end{equation*}
$$

where $\mathrm{E}_{1}(r):=\int_{r}^{\infty} t^{-1} e^{-t} d t$ for $r>0$ is the exponential integral function [39].
Case II: We next consider an anisotropic Gaussian source $\rho(\mathbf{x})$ generated by taking the Laplacian of the potential $\phi(\mathbf{x})=e^{-\frac{x^{2}}{\sigma^{2}}-\frac{y^{2}}{\alpha^{2}}}, \alpha, \sigma>0$ as follows:

$$
\begin{equation*}
\rho(\mathbf{x})=-\Delta \phi(\mathbf{x})=\phi(\mathbf{x})\left(-\frac{4 x^{2}}{\sigma^{4}}-\frac{4 y^{2}}{\alpha^{4}}+\frac{2}{\alpha^{2}}+\frac{2}{\sigma^{2}}\right) \tag{4.3}
\end{equation*}
$$

Table 4.1 shows the errors for the 2D Coulomb potential with various mesh sizes in Example 1 on $\mathbf{R}_{10 \gamma}$ with $\gamma=(1, \gamma)$. For Case $I$, we set $\sigma=\sqrt{1.2}, \gamma=1$ and the mesh size $h_{x}=h_{y}=h$, and for Case $I I$ we set $\sigma=1.2, \alpha=\gamma \sigma$ and $\vec{h}=\frac{1}{4}(1, \gamma)^{T}$. The saturated accuracy of Case I comes from the Gaussian-sum approximation of the kernel, which could certainly be further improved with more accurate Gaussian-sum approximations if needed.

TABLE 4.1
Errors (E) for the 2D Poisson potential in Example 1 on $\boldsymbol{R}_{10 \boldsymbol{\gamma}}$. For Case I, $\sigma=\sqrt{1.2}, \gamma=1$ and we use a uniform mesh with $N$ points. For Case II, $\sigma=1.2, \alpha=\gamma \sigma$ and we fix $\vec{h}=\frac{1}{4}(1, \gamma)^{T}$, corresponding to an anisotropic grid with $N=80 \times 80$ points.

| Case I | $N=10^{2}$ | $N=20^{2}$ | $N=40^{2}$ | $N=80^{2}$ | $N=160^{2}$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| $E$ | $2.180 \mathrm{E}-01$ | $9.624 \mathrm{E}-04$ | $5.134 \mathrm{E}-09$ | $5.854 \mathrm{E}-11$ | $5.853 \mathrm{E}-11$ |
| Case II | $\gamma=1$ | $\gamma=1 / 2$ | $\gamma=1 / 4$ | $\gamma=1 / 8$ | $\gamma=1 / 16$ |
| $E$ | $6.767 \mathrm{E}-13$ | $3.913 \mathrm{E}-13$ | $2.816 \mathrm{E}-13$ | $2.299 \mathrm{E}-13$ | $2.701 \mathrm{E}-13$ |

Example 2. The 3D Coulomb potential restricted to a plane $\left(U(r)=\frac{1}{2 \pi} \frac{1}{r}\right)$.
We next consider the anisotropic source $\rho(\mathbf{x})=e^{-\left(x^{2}+y^{2} / \gamma^{2}\right) / \sigma^{2}}$ with $\sigma>0$ and $\gamma \leq 1$. The Coulomb potential with targets restricted to the $x y$-plane is given analytically [6] by

$$
\begin{equation*}
\phi(\mathbf{x})=\frac{\gamma \sigma}{\sqrt{\pi}} \int_{0}^{\infty} \frac{e^{-\frac{x^{2}}{\sigma^{2}\left(t^{2}+1\right)}} e^{-\frac{y^{2}}{\sigma^{2}\left(t^{2}+\gamma^{2}\right)}}}{\sqrt{t^{2}+1} \sqrt{t^{2}+\gamma^{2}}} d t \tag{4.4}
\end{equation*}
$$

A reference solution is obtained by applying adaptive Gauss-Kronrod quadrature to the above integral and requesting double precision accuracy. The Fourier transform of the isotropically truncated Coulomb kernel with a ball $B_{D}$ of radius $D$ is given as follows

$$
\begin{align*}
\widehat{U}_{B}(\mathbf{k}) & =2 \pi \int_{0}^{D} J_{0}(k r) U(r) r d r=\int_{0}^{D} J_{0}(k r) d r  \tag{4.5}\\
& =\frac{D}{2}\left(\pi J_{1}(k D) \mathrm{SH}_{0}(k D)+J_{0}(k D)\left(2-\pi \mathrm{SH}_{1}(k D)\right)\right), \quad k=|\mathbf{k}|
\end{align*}
$$

where $J_{0}, J_{1}$ are Bessel functions of the first kind with index 0 and 1 , and $\mathrm{SH}_{0}, \mathrm{SH}_{1}$ are Struve functions of order 0 and 1, respectively [39].

A comparison with the TKM for this Coulomb potential is presented in Table 4.2 on the domain $\mathbf{R}_{12 \gamma}$ for various anisotropic vectors $\gamma=(1, \gamma)^{T}$ and mesh size vectors $\vec{h}=\frac{1}{4} \gamma$. From Table 4.2 one can see clearly that both methods are spectrally accurate, that the minimum storage required for the TKM depends linearly on the anisotropy factor $\gamma_{f}=\gamma$, but that the storage of the ATKM remains unchanged with respect to $\gamma_{f}$.

TABLE 4.2
Comparison of the ATKM and the TKM for the Coulomb potential in Example 2 on $\boldsymbol{R}_{L \boldsymbol{\gamma}}$ : $L=12, \sigma=1.5, \vec{h}=\frac{1}{4}(1, \gamma)^{T} . N$ denotes the number of grid points and $E$ denotes the error.

|  |  | $\gamma=1$ | $\gamma=1 / 2$ | $\gamma=1 / 4$ | $\gamma=1 / 8$ | $\gamma=1 / 16$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| ATKM | $N$ | $192 \times 192$ | $192 \times 192$ | $192 \times 192$ | $192 \times 192$ | $192 \times 192$ |
|  | $E$ | $1.004 \mathrm{E}-15$ | $9.738 \mathrm{E}-16$ | $7.589 \mathrm{E}-16$ | $1.0572 \mathrm{E}-15$ | $3.247 \mathrm{E}-15$ |
| TKM | $N$ | $192 \times 192$ | $192 \times 384$ | $192 \times 768$ | $192 \times 1536$ | $192 \times 3072$ |
|  | $E$ | $3.353 \mathrm{E}-16$ | $3.661 \mathrm{E}-16$ | $3.798 \mathrm{E}-16$ | $4.531 \mathrm{E}-16$ | $3.562 \mathrm{E}-15$ |

## Example 3. The 3D Coulomb potential $\left(U(r)=\frac{1}{4 \pi} \frac{1}{r}\right)$.

Let

$$
\rho_{\mathbf{0}}(\mathbf{x}):=e^{-\left(x^{2}+y^{2}+z^{2} / \gamma_{3}^{2}\right) / \sigma^{2}}
$$

with $\gamma_{3} \leq 1$ be an anisotropic Gaussian source distribution. For

$$
\rho(\mathbf{x})=\rho_{\mathbf{0}}(\mathbf{x})+\rho_{\mathbf{0}}\left(\mathbf{x}-\mathbf{x}_{0}\right)
$$

the corresponding potential is

$$
\phi(\mathbf{x})=\phi_{\mathbf{0}}(\mathbf{x})+\phi_{\mathbf{0}}\left(\mathbf{x}-\mathbf{x}_{0}\right)
$$

where

$$
\begin{equation*}
\phi_{\mathbf{0}}(\mathbf{x})=\frac{\gamma_{3} \sigma^{2}}{4} \int_{0}^{\infty} \frac{e^{-\frac{x^{2}+y^{2}}{\sigma^{2}(t+1)}} e^{-\frac{z^{2}}{\sigma^{2}\left(t+\gamma_{3}^{2}\right)}}}{(t+1) \sqrt{t+\gamma_{3}^{2}}} d t, \quad \mathbf{x} \in \mathbb{R}^{3} . \tag{4.6}
\end{equation*}
$$

We let $\mathbf{x}_{0}=(2,2,0)^{T}$, requiring a $256^{3}$ uniform mesh for resolution to double precision accuracy.

The error and timing results for the ATKM are presented in Table 4.3. Here, $T_{\text {precomp }}$ is the time for the precomputation of $\widehat{U}_{R}$, and $T_{\mathrm{FFT}}$ is the time of the FFT. The cut-off parameter $\delta$ and the number of Gaussian $S$ are also shown.

To compare the performance of the TKM and the ATKM, we consider the single anisotropy Gaussian bump $\rho_{\mathbf{0}}(\mathbf{x})=e^{-\left(x^{2}+y^{2}+z^{2} / \gamma_{3}^{2}\right) / \sigma^{2}}$ and determine the total number of grid points $N$ needed to achieve the indicated error $E$ in Table 4.4. Figure 4.1 shows the CPU time in seconds for the TKM and the ATKM as a function of the anisotropy factor. Clearly, the ATKM is capable of accurate evaluation of the Coulomb potential without increasing the storage and computation costs as the anisotropy factor increases. The TKM can be made as accurate as the ATKM, but the storage and computation costs grow linearly with the anisotropy factor.

Table 4.3
Error and timing results of the ATKM for the 3D Coulomb potential (Example 3) on $\boldsymbol{R}_{L \boldsymbol{\gamma}}$. Here, $L=16, \sigma=2, \gamma=\left(1,1, \gamma_{3}\right), \vec{h}=\frac{1}{4} \gamma . N$ denotes the number of grid points and $E$ denotes the error. $T_{\text {precomp }}$ is the time for precomputing $\widehat{U}_{R}, T_{F F T}$ is the FFT time. $\delta$ is the cut-off parameter and $S$ is the number of Gaussian $S$ used in the kernel approximation.

| $\gamma_{3}$ | $N$ | $E$ | $T_{\text {precomp }}$ | $T_{\text {FFT }}$ | $\delta$ | $S$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $256^{3}$ | $6.589 \mathrm{E}-16$ | 3.685 | 0.8586 | $4.974 \mathrm{E}-07$ | 198 |
| $1 / 2$ | $256^{3}$ | $6.631 \mathrm{E}-16$ | 3.831 | 0.8796 | $2.487 \mathrm{E}-07$ | 205 |
| $1 / 4$ | $256^{3}$ | $8.083 \mathrm{E}-16$ | 3.739 | 0.8211 | $1.243 \mathrm{E}-07$ | 213 |
| $1 / 8$ | $256^{3}$ | $7.630 \mathrm{E}-16$ | 3.856 | 0.8216 | $6.217 \mathrm{E}-08$ | 220 |

TABLE 4.4
Comparison with the TKM for the 3D Coulomb potential with anisotropic Gaussian density (Example 3): $\rho(\boldsymbol{x})=e^{-\left(x^{2}+y^{2}+z^{2} / \gamma_{3}^{2}\right) / \sigma^{2}}$ on $\boldsymbol{R}_{L \boldsymbol{\gamma}}: L=12, \sigma=2, \gamma=\left(1,1, \gamma_{3}\right)^{T}$ and $\vec{h}=\frac{1}{2} \gamma . N$ denotes the number of grid points and $E$ denotes the error.

|  |  | $\gamma_{3}=1$ | $\gamma_{3}=1 / 2$ | $\gamma_{3}=1 / 4$ | $\gamma_{3}=1 / 8$ | $\gamma_{3}=1 / 16$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| ATKM | $N$ | $96^{3}$ | $96^{3}$ | $96^{3}$ | $96^{3}$ | $96^{3}$ |
|  | $E$ | $3.522 \mathrm{E}-15$ | $6.932 \mathrm{E}-15$ | $1.466 \mathrm{E}-14$ | $3.021 \mathrm{E}-14$ | $6.150 \mathrm{E}-14$ |
| TKM | $N$ | $96^{3}$ | $96^{3} \times 2$ | $96^{3} \times 4$ | $96^{3} \times 8$ | $96^{3} \times 16$ |
|  | $E$ | $3.501 \mathrm{E}-15$ | $6.957 \mathrm{E}-15$ | $1.454 \mathrm{E}-14$ | $2.995 \mathrm{E}-14$ | $6.200 \mathrm{E}-14$ |

### 4.2. Yukawa potentials.

Example 4. The 2D Yukawa potential $\left(U(r)=\frac{1}{2 \pi} K_{0}(\lambda r)\right)$.
Given a potential $\phi(\mathbf{x})=e^{-\frac{x^{2}}{\sigma^{2}}-\frac{y^{2}}{\delta^{2}}}$, we define the corresponding density $\rho(\mathbf{x})$ by

$$
\begin{equation*}
\rho(\mathbf{x})=\left(\frac{-4 x^{2} \delta^{4}-4 y^{2} \sigma^{4}+2 \sigma^{2} \delta^{4}+2 \delta^{2} \sigma^{4}}{\sigma^{4} \delta^{4}}+\lambda^{2}\right) \phi(\mathbf{x}) \tag{4.7}
\end{equation*}
$$

so that

$$
\left(-\Delta+\lambda^{2}\right) \phi(\mathbf{x})=\rho(\mathbf{x})
$$

We compute the convolution $(U * \rho)[\mathbf{x}]$ using the ATKM to obtain an approximate solution $\phi_{\vec{h}}$. For this, the Fourier transform of the isotropically truncated 2D Yukawa kernel in a ball $B_{D}$ of radius $D$ is

$$
\begin{equation*}
\widehat{U}_{B}(k)=\frac{1}{k^{2}+\lambda^{2}}\left[1+k D J_{1}(k D) K_{0}(\lambda D)-D \lambda J_{0}(k D) K_{1}(\lambda D)\right] \tag{4.8}
\end{equation*}
$$

where $K_{0}(r)$ and $K_{1}(r)$ are modified Bessel functions of the second kind with order 0 and 1, respectively. In Table 4.5, we present results for the ATKM. As above, the cost remains independent of the anisotropy, whereas it grows linearly with $\gamma_{f}$ for the TKM.

Example 5. 3D Yukawa potential $\left(U(r)=\frac{e^{-\lambda r}}{4 \pi r}\right)$.
Case I: We consider the isotropic Gaussian source $\rho_{\mathbf{0}}(\mathbf{x})=e^{-|\mathbf{x}|^{2} / 2 / \sigma^{2}}, \sigma>0$, which generates the exact potential [12]

$$
\phi_{\mathbf{0}}(\mathbf{x})=\sqrt{2}(\sqrt{\pi} \sigma)^{3} \frac{e^{-\lambda r+\frac{\lambda^{2} \sigma^{2}}{2}}}{4 \pi r}\left[\operatorname{erfc}\left(-\frac{r}{\sqrt{2} \sigma}+\frac{\lambda \sigma}{\sqrt{2}}\right)-e^{2 \lambda r} \operatorname{erfc}\left(\frac{r}{\sqrt{2} \sigma}+\frac{\lambda \sigma}{\sqrt{2}}\right)\right]
$$



Fig. 4.1. Timing results for the TKM and the ATKM as a function of the anisotropy factor. The data corresponds to experiments carried out for the 3D Coulomb potential (Example 3), described in Table 4.4.

Table 4.5
Comparison with the TKM for the 2D Yukawa potential (Example 4) on $\boldsymbol{R}_{L \boldsymbol{\gamma}}: L=12, \lambda=1$, $\sigma=\sqrt{1.5}, \delta=\gamma \sigma, \vec{h}=h \gamma=\frac{1}{4}(1, \gamma)^{T}$. N denotes the number of grid points and $E$ denotes the error.

|  |  | $\gamma=1$ | $\gamma=1 / 2$ | $\gamma=1 / 4$ | $\gamma=1 / 8$ | $\gamma=1 / 16$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| ATKM | $N$ | $192 \times 192$ | $192 \times 192$ | $192 \times 192$ | $192 \times 192$ | $192 \times 192$ |
|  | $E$ | $4.495 \mathrm{E}-16$ | $3.343 \mathrm{E}-16$ | $1.615 \mathrm{E}-16$ | $2.259 \mathrm{E}-16$ | $6.183 \mathrm{E}-16$ |
| TKM | $N$ | $192 \times 192$ | $192 \times 384$ | $192 \times 768$ | $192 \times 1536$ | $192 \times 3072$ |
|  | $E$ | $2.221 \mathrm{E}-16$ | $2.245 \mathrm{E}-16$ | $4.463 \mathrm{E}-16$ | $8.882 \mathrm{E}-16$ | $1.999 \mathrm{E}-15$ |

where $\operatorname{erfc}(x)=1-\frac{2}{\sqrt{\pi}} \int_{0}^{x} e^{-t^{2}} d t$ is the complementary error function. To add some complexity to the calculation, we consider a density that is composed of multiple such Gaussians:

$$
\rho(\mathbf{x})=\sum_{i, j, k \in\{0,1\}} \rho_{\mathbf{0}}\left(\mathbf{x}-\mathbf{x}_{i j k}\right),
$$

and the potential is given as $\phi(\mathbf{x})=\sum_{i, j, k \in\{0,1\}} \phi_{\mathbf{0}}\left(\mathbf{x}-\mathbf{x}_{i j k}\right)$, where $\mathbf{x}_{i j k}=\left(2^{i}, 2^{j}, 3^{k}\right)^{T}$ are shifted centers.
Case II: Let $\left.\phi_{( } \mathbf{x}\right)$ be given by the anisotropic Gaussian potential

$$
\phi_{\mathbf{0}}(\mathbf{x})=e^{-\left(x^{2} / \gamma_{1}^{2}+y^{2} / \gamma_{2}^{2}+z^{2} / \gamma_{3}^{2}\right) / \sigma^{2}}, 0<\gamma_{j} \leq 1
$$

and let

$$
\rho_{\mathbf{0}}(\mathbf{x})=-\left(\frac{4 x^{2}}{\gamma_{1}^{4} \sigma^{4}}-\frac{2}{\gamma_{1}^{2} \sigma^{2}}+\frac{4 y^{2}}{\gamma_{2}^{4} \sigma^{4}}-\frac{2}{\gamma_{2}^{2} \sigma^{2}}+\frac{4 z^{2}}{\gamma_{3}^{4} \sigma^{4}}-\frac{2}{\gamma_{3}^{2} \sigma^{2}}-\lambda^{2}\right) \phi_{\mathbf{0}}(\mathbf{x}) .
$$

Letting $\phi(\mathbf{x})=\phi_{\mathbf{0}}(\mathbf{x})+\phi_{\mathbf{0}}\left(\mathbf{x}-\mathbf{x}_{0}\right)$, it is easy to verify that

$$
\left(-\Delta+\lambda^{2}\right) \phi(\mathbf{x})=\rho(\mathbf{x})
$$

where $\rho(\mathbf{x})=\rho_{\mathbf{0}}(\mathbf{x})+\rho_{\mathbf{0}}\left(\mathbf{x}-\mathbf{x}_{0}\right)$. We compute the convolution $(U * \rho)[\mathbf{x}]$ using the ATKM to obtain an approximate solution $\phi_{\vec{h}}$ for $\mathbf{x}_{0}=\left(\frac{16}{3}, \frac{8}{3}, 0\right)^{T}$.

Table 4.6 shows the errors and timing results for the 3D Yukawa potentials in Example 5.

Table 4.6
Error and timing results of the ATKM for the $3 D$ Yukawa potential (Example 5) on $\boldsymbol{R}_{L \gamma}$ with $\sigma=\frac{1}{4}$. Case I: $L=12, \vec{h}=h(1,1,1)^{T}$; Case II: $L=8, \vec{h}=\frac{1}{16}\left(1, \frac{1}{2}, \gamma_{3}\right)^{T} . N$ denotes the number of grid points and $E$ denotes the error. $T_{\text {precomp }}$ is the time for precomputing $\widehat{U}_{R}, T_{F F T}$ is the FFT time. $\delta$ is the cut-off parameter and $S$ is the number of Gaussian $S$ used in the kernel approximation.

| Case $I$ | $N$ | $E$ | $T_{\text {precomp }}$ | $T_{\text {FFT }}$ | $\delta$ | $S$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| $h=1 / 2$ | $96^{3}$ | 0.119 | 0.080 | 0.027 | $1.326 \mathrm{E}-06$ | 104 |
| $h=1 / 4$ | $192^{3}$ | $1.849 \mathrm{E}-04$ | 0.814 | 0.297 | $6.631 \mathrm{E}-07$ | 109 |
| $h=1 / 8$ | $384^{3}$ | $2.996 \mathrm{E}-12$ | 6.759 | 2.789 | $3.316 \mathrm{E}-07$ | 112 |
| $h=1 / 16$ | $768^{3}$ | $7.990 \mathrm{E}-16$ | 41.66 | 26.32 | $1.658 \mathrm{E}-07$ | 116 |
| Case II | $N$ | $E$ | $T_{\text {precomp }}$ | $T_{\text {FFT }}$ | $\delta$ | $S$ |
| $\gamma_{3}=1$ | $512^{3}$ | $1.403 \mathrm{E}-15$ | 13.98 | 10.08 | $1.243 \mathrm{E}-07$ | 124 |
| $\gamma_{3}=1 / 2$ | $512^{3}$ | $7.400 \mathrm{E}-16$ | 17.92 | 9.651 | $1.243 \mathrm{E}-07$ | 124 |
| $\gamma_{3}=1 / 4$ | $512^{3}$ | $2.296 \mathrm{E}-15$ | 15.75 | 10.06 | $6.217 \mathrm{E}-08$ | 129 |
| $\gamma_{3}=1 / 8$ | $512^{3}$ | $5.161 \mathrm{E}-15$ | 18.07 | 9.677 | $3.108 \mathrm{E}-08$ | 134 |
| $\gamma_{3}=1 / 16$ | $512^{3}$ | $4.502 \mathrm{E}-15$ | 16.93 | 9.866 | $1.554 \mathrm{E}-08$ | 139 |

### 4.3. Biharmonic potentials.

Example 6. The 2D biharmonic potential $\left(U(r)=-\frac{1}{8 \pi} r^{2}(\log (r)-1)\right)$.
Case I: We consider the isotropic Gaussian source

$$
\rho(\mathbf{x})=\frac{1}{2 \pi \sigma^{2}} e^{-\frac{|\mathbf{x}|^{2}}{2 \sigma^{2}}}, \quad \mathbf{x} \in \mathbb{R}^{2}
$$

which generates the exact potential

$$
\phi(\mathbf{x})=\frac{1}{8 \pi}\left(r^{2}+e^{-\frac{r^{2}}{2 \sigma^{2}}} \sigma^{2}\right)+\frac{1}{16 \pi}\left(r^{2}+2 \sigma^{2}\right)\left(\operatorname{Ei}\left(-\frac{r^{2}}{2 \sigma^{2}}\right)-2 \log (r)\right)
$$

where $r=|\mathbf{x}|$ and $\operatorname{Ei}(x):=\int_{-\infty}^{x} \frac{e^{s}}{s} d s$ is the exponential integral [39].
Case II: Let the exact solution $\phi(\mathbf{x})$ be given by the anisotropic Gaussian potential $\phi(\mathbf{x})=e^{-\left(x^{2} / \gamma_{1}^{2}+y^{2} / \gamma_{2}^{2}\right) / \sigma^{2}}, 0<\gamma_{j} \leq 1, j=1,2$, and let

$$
\rho(\mathbf{x})=-\Delta^{2} \phi(\mathbf{x})
$$

Numerical results are presented in Table 4.7. Spectral convergence is evident until the error in the kernel approximation using a sum of Gaussians begins to dominate.

TABLE 4.7
Errors (E) for the 2D biharmonic potential in Example 6 on $\boldsymbol{R}_{L \boldsymbol{\gamma}}$. For Case I, $L=12, \sigma=\sqrt{1.2}$ and we use a uniform mesh with $N$ points. For Case II, $L=10, \sigma=1.2, \gamma=(1, \gamma)^{T}$ and we fix $\vec{h}=\frac{1}{4}(1, \gamma)^{T}$, corresponding to an anisotropic grid with $N=80 \times 80$ points.

| Case I | $N=48^{2}$ | $N=96^{2}$ | $N=128^{2}$ | $N=256^{2}$ |
| :--- | :---: | :---: | :---: | :---: |
| $E$ | $9.333 \mathrm{E}-03$ | $7.516 \mathrm{E}-07$ | $3.172 \mathrm{E}-11$ | $3.172 \mathrm{E}-11$ |
| Case $I I$ | $\gamma=1$ | $\gamma=1 / 2$ | $\gamma=1 / 4$ | $\gamma=1 / 8$ |
| $E$ | $1.604 \mathrm{E}-10$ | $5.305 \mathrm{E}-10$ | $1.767 \mathrm{E}-09$ | $8.482 \mathrm{E}-09$ |

Example 7. The 3D biharmonic potential $\left(U(r)=\frac{r}{8 \pi}\right)$.

Case I: We consider the isotropic Gaussian source

$$
\rho(\mathbf{x})=\frac{1}{(2 \pi)^{3 / 2} \sigma^{3}} e^{-\frac{|\mathbf{x}|^{2}}{2 \sigma^{2}}}, \quad \mathbf{x} \in \mathbb{R}^{3}
$$

which generates the exact potential [12]

$$
\phi(\mathbf{x})=\frac{1}{8 \pi}\left(\operatorname{Erf}\left(\frac{\mathrm{r}}{\sqrt{2} \sigma}\right)\left(\frac{\sigma^{2}}{\mathrm{r}}+\mathrm{r}\right)+\sigma \sqrt{\frac{2}{\pi}} \mathrm{e}^{-\frac{\mathrm{r}^{2}}{2 \sigma^{2}}}\right), \quad r=|\mathbf{x}| .
$$

Case II: Let $\phi(\mathbf{x})$ be given by the anisotropic Gaussian potential

$$
\phi(\mathbf{x})=e^{-\left(x^{2} / \gamma_{1}^{2}+y^{2} / \gamma_{2}^{2}+z^{2} / \gamma_{3}^{2}\right) / \sigma^{2}}, 0<\gamma_{j} \leq 1
$$

and let

$$
\rho(\mathbf{x})=-\Delta^{2} \phi(\mathbf{x})
$$

We compute the convolution $(U * \rho)[\mathbf{x}]$ using the ATKM to obtain an approximate solution $\phi_{\vec{h}}$.

Table 4.8 presents the errors and timing results for the 3 D biharmonic potentials in Example 7.

Table 4.8
Error and timing results of the $3 D$ biharmonic potential (Example 7) on $\boldsymbol{R}_{L \gamma}$ with $\sigma=\sqrt{1.2}$. Case I: $L=12, \boldsymbol{\gamma}=(1,1,1)^{T}, \vec{h}=h \boldsymbol{\gamma}$ : Case II: $L=10, \boldsymbol{\gamma}=\left(1, \frac{1}{4}, \gamma_{3}\right)^{T}$ and $\vec{h}=\frac{1}{4} \boldsymbol{\gamma}$. $N$ denotes the number of grid points and $E$ denotes the error. $T_{\text {precomp }}$ is the time for precomputing $\widehat{U}_{R}, T_{F F T}$ is the FFT time. $\delta$ is the cut-off parameter and $S$ is the number of Gaussian $S$ used in the kernel approximation.

| Case $I$ | $N$ | $E$ | $T_{\text {precomp }}$ | $T_{\text {FFT }}$ | $\delta$ | $S$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| $h=1$ | $48^{3}$ | $1.585 \mathrm{E}-02$ | $9.700 \mathrm{E}-03$ | $5.000 \mathrm{E}-04$ | $5.305 \mathrm{E}-06$ | 199 |
| $h=1 / 2$ | $96^{3}$ | $5.962 \mathrm{E}-07$ | $4.070 \mathrm{E}-02$ | $2.900 \mathrm{E}-03$ | $2.653 \mathrm{E}-06$ | 199 |
| $h=1 / 4$ | $192^{3}$ | $1.031 \mathrm{E}-11$ | $2.373 \mathrm{E}-01$ | $2.800 \mathrm{E}-02$ | $1.326 \mathrm{E}-06$ | 203 |
| $h=1 / 8$ | $384^{3}$ | $1.701 \mathrm{E}-11$ | 1.809 | $3.356 \mathrm{E}-01$ | $6.631 \mathrm{E}-07$ | 213 |
| Case $I I$ | $N$ | $E$ | $T_{\text {precomp }}$ | $T_{\text {FFT }}$ | $\delta$ | $S$ |
| $\gamma_{3}=1$ | $160^{3}$ | $5.499 \mathrm{E}-12$ | 1.057 | 0.176 | $1.989 \mathrm{E}-07$ | 213 |
| $\gamma_{3}=1 / 2$ | $160^{3}$ | $3.692 \mathrm{E}-12$ | 1.070 | 0.168 | $1.989 \mathrm{E}-07$ | 213 |
| $\gamma_{3}=1 / 4$ | $160^{3}$ | $3.260 \mathrm{E}-12$ | 1.060 | 0.184 | $1.989 \mathrm{E}-07$ | 213 |
| $\gamma_{3}=1 / 8$ | $160^{3}$ | $1.873 \mathrm{E}-11$ | 1.064 | 0.169 | $9.947 \mathrm{E}-08$ | 213 |

4.4. Application to anisotropic layered media. We consider the transmission problem (see Figure 4.2)

$$
\begin{equation*}
-\nabla \cdot\left(\varepsilon_{i} \nabla \phi\right)=f_{i}, \quad i=1,2 \tag{4.9}
\end{equation*}
$$

subject to continuity conditions at the interface, i.e., at the $x y$-plane $(z=0)$

$$
\begin{align*}
{[\phi] } & :=\phi(x, y, 0+)-\phi(x, y, 0-)=0  \tag{4.10}\\
{\left[\varepsilon \partial_{\mathbf{n}} \phi\right] } & :=\varepsilon_{1} \phi_{z}(x, y, 0+)-\varepsilon_{2} \phi_{z}(x, y, 0-)=0,
\end{align*}
$$

where $\varepsilon_{i}(i=1,2)$ are constants and the source terms $f_{1}, f_{2}$ are given smooth and rapidly decaying functions with (numerical) compact support in regions $I$ and $I I$, respectively. We will consider source densities that are strongly anisotropic, in the sense
that their extent in the $z$-direction is very small compared to their extents in the $x$ and $y$ directions. One such example density is $f_{1}(\mathbf{x})=e^{-\left(\left(x-x_{0}\right)^{2}+\left(y-y_{0}\right)^{2}+\left(z-z_{0}\right)^{2} / \eta^{2}\right) / \sigma^{2}}$ with $\eta \ll 1$.


FIG. 4.2. Schematic of the anisotropic layered problem.
We first decompose $\phi$ into two parts using standard potential theory. That is, $\phi=\phi^{F}+\phi^{S}$, where $\phi^{F}$ is the volume potential due to the inhomogeneous source terms

$$
\phi^{F}(\mathbf{x})= \begin{cases}\frac{1}{4 \pi|\mathbf{x}|} * \frac{f_{1}}{\varepsilon_{1}}, & \mathbf{x} \in I  \tag{4.11}\\ \frac{1}{4 \pi|\mathbf{x}|} * \frac{f_{2}}{\varepsilon_{2}}, & \mathbf{x} \in I I\end{cases}
$$

We apply the ATKM to calculate $\phi^{F}$ on a uniform grid. In order for $\phi$ to satisfy the continuity conditions above, we let $\phi^{S}$ denote a correction term which satisfies the Laplace equation in both the upper and lower half-spaces with suitable decay conditions at infinity. It is well-known that $\phi^{S}$ can be represented using a "Sommerfeldtype" integral [38] of the form

$$
\phi^{S}(\mathbf{x})=\left\{\begin{array}{l}
\frac{1}{(2 \pi)^{2}} \int_{0}^{\infty} e^{-k z} d k \int_{0}^{2 \pi} M_{1}(k, \beta) e^{i k(x \cos \beta+y \sin \beta)} d \beta, \quad z>0 \\
\frac{1}{(2 \pi)^{2}} \int_{0}^{\infty} e^{k z} d k \int_{0}^{2 \pi} M_{2}(k, \beta) e^{i k(x \cos \beta+y \sin \beta)} d \beta, \quad z<0
\end{array}\right.
$$

Here, $M_{1}$ and $M_{2}$ are unknown densities to be determined.
Direct application of (4.10) leads to a $2 \times 2$ linear system for each point $(k, \beta)$.

$$
\left\{\begin{array} { l } 
{ M _ { 1 } - M _ { 2 } = k g _ { 1 } , }  \tag{4.12}\\
{ \varepsilon _ { 1 } M _ { 1 } + \varepsilon _ { 2 } M _ { 2 } = - g _ { 2 } , }
\end{array} \Longrightarrow \left\{\begin{array}{l}
M_{1}=\frac{1}{\varepsilon_{1}+\varepsilon_{2}}\left(\varepsilon_{2} k g_{1}-g_{2}\right), \\
M_{2}=\frac{1}{\varepsilon_{1}+\varepsilon_{2}}\left(-\varepsilon_{1} k g_{1}-g_{2}\right),
\end{array}\right.\right.
$$

where

$$
\begin{align*}
& g_{1}(k, \beta):=-\frac{1}{2 \pi} \int_{\mathbb{R}} \frac{\widehat{f}_{1}\left(k, \beta, k_{3}\right) / \varepsilon_{1}-\widehat{f}_{2}\left(k, \beta, k_{3}\right) / \varepsilon_{2}}{k^{2}+k_{3}^{2}} d k_{3},  \tag{4.13}\\
& g_{2}(k, \beta):=-\frac{1}{2 \pi} \int_{\mathbb{R}} \frac{\left(\widehat{f}_{1}\left(k, \beta, k_{3}\right)-\widehat{f}_{2}\left(k, \beta, k_{3}\right)\right) i k_{3}}{k^{2}+k_{3}^{2}} d k_{3}, \tag{4.14}
\end{align*}
$$

using cylindrical coordinates $\left(k, \beta, k_{3}\right)$.


Fig. 4.3. Potential in the plane $x=0, i . e ., \phi(0, y, z)$.

For each $(k, \beta)$, we compute $k g_{1}$ and $g_{2}$ using adaptive Gauss-Kronrod quadrature. Once $M_{1}$ and $M_{2}$ are obtained from (4.12), $\phi^{S}(\mathbf{x})$ is then evaluated using the NUFFTbased method of [5, 27].

In our example, we set $\varepsilon_{1}=1, \varepsilon_{2}=2$, and

$$
f_{i}(\mathbf{x})=e^{-\frac{\left(x-x_{i}\right)^{2}}{\sigma_{i, x}}-\frac{\left(y-y_{i}\right)^{2}}{\sigma_{i, y}^{2}}-\frac{\left(z-z_{i}\right)^{2}}{\sigma_{i, z}^{2}}}, \quad i=1,2
$$

with $\vec{\sigma}_{1}=(2.5,1.1,0.2)^{T}, \vec{\sigma}_{2}=(2.5,1.1,0.1)^{T}$ and the centers $\mathbf{x}_{1}=\left(x_{1}, y_{1}, z_{1}\right)^{T}=$ $(0,0,0.8)^{T}, \mathbf{x}_{2}=(0,0,-0.8)^{T}$. The computational domain is chosen to be $[-8,8]^{2} \times$ $[0,1.6]$ for region $I$ and $[-8,8]^{2} \times[-1.6,0]$ for region $I I$, respectively. The mesh sizes are set to be $h_{x}=h_{y}=\frac{1}{8}$ and $h_{z}=\frac{1}{80}$ in both regions. In Figure 4.3, we plot the potential as a function of $y$ and $z$ in the plane $x=0$. Numerical convergence tests indicate that at least 10 digits of accuracy are obtained with a $128 \times 128 \times 256$ grid.
5. Conclusion. We have developed a new method - the anisotropic truncated kernel method (ATKM) for computing nonlocal potentials that are convolutions of a radially symmetric kernel with a smooth and rapidly decaying source density. When the density has compact support on an anisotropic rectangular box $\mathbf{R}_{L \boldsymbol{\gamma}}$, the kernel is truncated on a rectangular box $\mathbf{R}_{2 L \gamma}$ that doubles the length of each side. The potential is then computed via the FFT with an optimal zero-padding factor $\left(2^{d}\right)$ for problems in $d$ dimensions. The method is a useful extension of the isotropic kernel truncation method in [49], since it avoids excessive zero-padding for highly anisotropic problems and reduces the cost by a factor of $\gamma_{f}$ (see Definition (1.5)).

A fast algorithm is required to obtain the Fourier transform of the anisotropically truncated kernel. For this, we used a sum-of-Gaussians approximation of the kernel away from the origin plus a local correction to handle the singularity at the origin. The Gaussian-sum approximation is obtained either via a spectral discretization of an integral representation of the kernel (when available), or via a black-box algorithm in the general case. The algorithm applies to nonoscillatory kernels, including many of the kernels encountered in mathematical physics and engineering. We are currently investigating oscillatory problems such as the Helmholtz equation, and will report our findings at a later date.
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