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Abstract—Supplementary information has been proven to be particularly useful in many machine learning tasks. In ensemble learning for a set of trained base classifiers, there also exists abundant implicit supplementary information about the performance orderings for the trained base classifiers in previous literature. However, few classifier ensemble studies consider exploring and utilizing supplementary information. The current study proposes a new learning method for stack classifier ensembles by considering the implicit supplementary ordering information regarding a set of trained classifiers. First, a new metric learning algorithm for measuring the similarities between two arbitrary learning tasks is introduced. Second, supplementary ordering information for the trained classifiers of a given learning task is inferred based on the learned similarities and related performance results reported in the previous literature. Third, a set of ordered soft constraints is generated based on the supplementary ordering information, and achieving the optimal combination weights of the trained classifiers is formalized into a goal programming problem. The optimal combination weights are then obtained. Finally, the experimental results verify the effectiveness of the proposed new classifier ensemble method.
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1 INTRODUCTION

In general, an ensemble of different base classifiers is more accurate than a single base classifier [1] [2] [3]. This work focuses on stacking classifier ensembles. When a set of base classifiers is given, stacking classifier ensemble learning weightily combines the base classifiers in which the ensemble weights are learnt based on a new training set. This scenario has been investigated and applied to numerous applications [4] [5] [6]. One of the key issues in stacking classifier combination is producing the optimal ensemble weights of the involved base classifiers.

This study investigates a new approach to infer optimal combination weights for base classifiers in stacking classifier ensemble learning, that is, an ensemble that explores the supplementary information regarding performance orderings among base classifiers (hereafter referred to as supplementary ordering information (SOI)). Supplementary information is attainable and useful in numerous learning tasks, such as classification [7] [8], clustering [9] [10], and metric learning [11] [12]. In a standard classification problem, supplementary information can be the reliability of labels [7]; while it can be must-link or must-not-link constraints1 for training instance pairs in clustering and metric learning [11]2. Given that supplementary information is auxiliary to standard supervised information (e.g., labels), learning performances can be substantially improved when the former is effectively utilized [13]. In many ensemble learning problems, there is also substantial implicit supplementary information such as the performance orderings among involved trained classifiers. Nevertheless, this type of implicit supplementary information has received minimal attention from previous ensemble learning studies. Small et al. [2011] utilized a similar type of supplementary information to aid the learning weights of features in linear classification. The experimental results verified the usefulness of the utilized supplementary information.

Without loss of generality, the present research focuses on the ensemble of a set of trained binary classifiers. With a set of trained (binary) base classifiers and a new training set3 of features and labels, stacking ensemble learning can assign optimal combination weights to the trained classifiers [14]. Optimal combination weights indicate the relative importance or performance orderings of trained classifiers. If the auxiliary information about the performance orderings of the involved trained classifiers in ensemble is available before ensemble, then this information is assumed to facilitate the pursuance of the optimal combination weights for the trained base classifiers. This type of SOI does exist in practice. The performance of a trained classifier depends on its corresponding learning algorithm and the characteristics of the learning (classification) task to be processed. For most common learning algorithms, the previous literature has tested and compared the performances of their trained classifiers in many existing learning (classification) tasks. Therefore, the approximate performance orderings for the trained classifiers on a new learning task can be inferred based on the reported performance results or conclusions of these existing studies. For example, assuming that three classifiers, that is, $L_A$, $L_B$, and $L_C$, are respectively trained based on three popular learning algorithms support vector machine (SVM) [15], logistic regression (LR) [16], and random forest (RF) [17], a performance ordering prior among $L_A$, $L_B$, and $L_C$ can be approximately attained based on the classification performances of the classifiers trained using

1. The term “must-link” indicates two instances must be in the same cluster, while the term “must-not-link” indicates two instances must not be in the same cluster.
2. In clustering and metric learning, the aforementioned supplementary information is called side information.
3. To distinguish this training set with the training data for base classifiers, this set is called validation set in this paper.
SVM, LR, and RF on the existing learning tasks reported in previous literature. When all the three classifiers $L_A$, $L_B$, and $L_C$ are required to ensemble into a combined classifier on a new learning task, the ordering prior among $L_A$, $L_B$, and $L_C$ can be used as supplementary information to improve the ensemble.

In the current study, a new classifier ensemble method is proposed by exploring the SOI regarding a set of trained classifiers based on the available performance comparison data presented in the previous literature. However, two challenges can be encountered in applying this new method:

(1) Supplementary ordering information is inferred based on the performance comparison data presented in previous studies for existing learning tasks; hence, whether the ordering information is still applicable to the processing learning task should be further justified. Intuitively, a strong similarity between existing learning tasks and a given processing learning task is equal to increase the enhanced usefulness of the performance data on existing learning tasks. Therefore, the similarity between the processing task and existing learning tasks must be measured.

(2) How can the inferred SOI be embedded into the mathematical optimization problem for pursuing optimal classifier combination weights? The inferred SOI must intuitively be transformed into additional constraints and subsequently be added into the optimization problem. Nevertheless, constraints from the inferred SOI cannot be simply attributed to common hard constraints because the former may be unreliable or even incorrect in the worst cases.

For the first challenge, the inference of the similarity between two different learning tasks is simply reduced to the measurement of the similarity between the meta-features of the data sets for these learning tasks. The meta-features of a data set are extracted based on a recent progress in machine learning algorithm recommendation [18] [19]. Metric learning is introduced to learn effective similarity measures between the meta-features of two data sets in this study. However, compiling similar pairwise data yet is relatively easy, whereas compiling dissimilar pairwise data is difficult when metric learning is applied in this study. Therefore, motivated by the problem of learning using positive and unlabeled data (LPU) [20] [21] [22], a new learning problem, that is, metric learning with positive training data (pairwise data with similar labels) and unlabeled training data (pairwise data without similar and dissimilar labels), is firstly introduced and investigated. This new problem is called metric LPU (MLPU) for brevity. With the learned similar metrics in this study, more reliable SOI can be obtained.

For the second challenge, we note that soft constraints are typically used when the underlying information is insufficiently reliable in goal programming [23]. Therefore, the inferred SOI regarding the trained classifiers is used as a set of soft constraints in a classical ensemble learning framework, i.e., LPBoost$^4$ [26] [27]. Moreover, soft constraints are ordered according to the reliability degrees of the SOI regarding each pair of input trained classifiers.

The main contributions of the present research can be summarized as follows:

- Existing studies on stacking ensemble learning do not consider supplementary information. Given that supplementary information is quite helpful in many learning tasks and implicitly exists in classifier ensembles, the current study investigates a new classifier ensemble learning method to utilize SOI for the involved trained classifiers. To our knowledge, this study is the first to consider and utilize supplementary information in classifier ensembles.
- This study explores a new metric learning problem, that is, MLPU, to obtain more reliable SOI for the input trained classifiers in ensemble based on the available performance comparison data presented in previous literature. A new learning algorithm is then proposed for MLPU.
- The inferred SOI is transformed into a set of soft constraints and the soft constraints are ordered based on their reliability degrees. The pursuance of optimal ensemble weights is reduced to a goal optimization problem on a validation data set with the ordered soft constraint set.

The rest of the paper is organized into five sections. Following the introduction, Section 2 briefly presents the background of the current study. Section 3 introduces the research methodologies in this study including the SOI inference and how to apply it into classifier ensemble learning. Section 4 reports the experimental results. Finally, conclusions are given in Section 5.

2 Backgrounds

This section introduces the background studies including those on classifier ensemble, learning with supplementary information, optimization with soft constraints, and automatic learning algorithm selection.

2.1 Classifier ensemble

Ensemble methods either train multiple learners and then combine them for use or directly combine trained multiple learners [14] [28] [29]. Gao et al. [30] [31] provided an excellent summary of various learning problems according to two dimensions, namely, supervision and ensemble level. The current study belongs to the interaction of supervised learning and ensemble at output level. In particular, it focuses on the stacking classifier ensemble learning [32], which aims to train a new classifier by weighted combining the trained individual classifiers. With a set of trained multiple classifiers based on the original training data, a stacking classifier ensemble algorithm generates a validation set and considers the outputs of the trained classifiers on this validation set as new input features. Finally, the optimal classifier combination weights are achieved based on learning with both the new features and the original labels. The trained classifiers can then be combined based on the obtained optimal combination weights to classify new data. The two-class LPBoost [33] algorithm is typically applied to deriving

---

4. LPBoost is a learning method for classification. It is also used as a staking classifier ensemble method in various ensemble applications [24] [25].
the combination weights of trained classifiers. LPBoost determines an optimal combination weight vector by solving a linear programming problem.

Some classical methods (i.e., random forest [17], AdaBoost [34], and extreme learning machine [35]) can also be seen as ensemble algorithms. Nevertheless, these methods train base classifiers and infer combination weights simultaneously, which does not belong to "stacking classifier ensemble". Therefore, these methods are not directly compared with the proposed method in the experiments.

2.2 Learning with supplementary information

Supplementary information (e.g., label reliability, must-link constraints for pairwise data, or labeled features) is extremely useful as a supplement to standard supervised information such as labels. Supplementary information has been explored in many learning paradigms in previous literature. Xing et al. [11] investigated metric learning with user-provided supplementary information (i.e., similar and dissimilar pairs of data points). The learned metrics were demonstrated to be able to improve clustering performance significantly. Wu et al. [12] utilized implicit and uncertain supplementary information from tags and contents generated by users for automated photo tagging. Zhang et al. [37] developed a new semi-supervised boosting framework by utilizing the pairwise constraints between instances. The supplementary information on pairwise constraints describes whether two instances should belong to the same or different classes. Hu and Kwok [38] studied kernel learning when supplementary information was presented. Xu et al. [8] explored supplementary information, such as demographical information and attributes of users in web mining to expedite matrix completion and proposed a novel multi-label learning algorithm. Zhu et al. [39] incorporated supplementary prior information for posterior distributions into Bayesian inference and proposed a new regularized Bayesian inference framework. In text mining, it is feasible for domain experts to encode knowledge among labels and features which is referred to as labeled features. Small et al. [41] investigated the learning problems when the importance ordering for some features has been given by domain experts. They developed a constrained weight space SVM to learn classifiers in the presence of ranked features.

The present study is partially inspired by the research of Small et al. [41]. We aim to integrate supplementary information for performance orderings (rankings) for classifiers into the combination weight learning. However, distinct differences exist between our study and that of Small et al. [41]. First, our study focuses on classifier ensemble instead of individual classifier training. Second, the supplementary information for ranked classifiers is not explicitly provided by users and is required to be inferred from related performance results in previous literature, whereas the ranked features are explicitly provided in the work of Small et al. Third, because the SOI for classifiers is obtained by inference, the corresponding constraints of these classifiers transformed from the inferred SOI may be unreliable. Therefore, the reliability of constraints must be considered in our work. By contrast, the constraints in the work of Small et al. are regarded as absolutely reliable. 6

2.3 Optimization with soft constraints

The majority of machine learning problems are finally reduced to a mathematical optimization problem with constraints similar to those in SVM and LPBoost. Constraints are typically derived from supervised information. For example, in SVM, most constraints come from the ground-truth labels in training data. Because it is difficult to satisfy all the constraints simultaneously, slack variables are usually added. In such situation, the original (hard) constraints become soft, thereby implying that the former can be violated with the cost of the slack variables. Moreover, supervised or prior information in numerous practical learning problems is not absolutely reliable or correct. In this case, soft constraints must be used. For example, the labels provided by users may be incorrect, and the supplementary information such as ranking among features may be unreliable. In this instance, the corresponding constraints should be soft. Meanwhile, some supervised or supplementary information may be more correct or more reliable than others. In this event, the ordering among soft constraints should be considered. Notably, the optimization problem in LPBoost implicitly uses soft constraints. Nevertheless, ordering among soft constraints is not referred to in LPBoost.

Optimization with ordered soft constraints is primarily investigated in goal programming [42] and constraint satisfaction problems [23]. Our study introduces concepts and methods in goal programming to describe our optimization problem to effectively embed the inferred SOI for classifiers.

2.4 Automatic learning algorithm selection

Learning algorithm selection refers to the problem of which learning algorithm is likely to perform best for the current learning tasks [43]. The No Free Lunch theorems [44] suggest that we need to move away from a black-box approach to algorithm selection and should understand more about the characteristics of learning tasks in order to identify the most appropriate algorithm. Researchers have explored meta-learning techniques [45], learning about learning, to predict the related performances of learning algorithms according to features of classification data sets. Wang et al. [19] proposed a novel multi-label learning-based method to recommend a classification algorithm for new learning tasks. Experiments on over 1,000 benchmark learning tasks verified the effectiveness of their proposed method.

Studies on learning algorithm selection indicate that the performances of learning algorithms are highly related to the characteristics of learning tasks [19]. Intuitively, if the characteristics of two learning tasks are highly similar, then the relative performances for the same learning algorithm on both tasks are assumed to be also quite similar. Therefore, the current study selects the performance ordering information presented in existing learning tasks to infer SOI, which can aid the ensemble learning for new learning tasks.

5. A labeled feature denotes that a particular feature, for example the word "call", is highly indicative of a particular label, such as "contact" [36].

6. In fact, in our point of view, the ordering for features provided by experts may also be unreliable, particularly when the feature dimension is high.
3 Methodologies

This section introduces the proposed new ensemble learning method based on the considering of implicit SOI on input trained base classifiers. We assume that $H$ trained binary classifiers, denoted as $L_1, \ldots, L_H$, are existing and ready to use for ensemble. For each training instance on the validation training set, a new feature vector $x_i$ is obtained by running the $H$ classifiers on the corresponding raw feature vector. Each instance is associated with a label $y_i$. The task is to learn a weight vector for the $H$ classifiers based on the new feature vectors, the raw labels, and SOI on the $H$ classifiers. In this work, LPBoost is used as the reference ensemble learning algorithm.

3.1 Overview of the proposed method

This study aims to infer the SOI regarding the input trained classifiers and then utilizes it to combine the input classifiers effectively. Consequently, we encounter two challenges: inferring the SOI for classifiers, and building an ensemble based on the inferred SOI. These two challenges are addressed by proposing a new learning method as shown in Fig. 1. In the proposed method, the step of SOI inference aims to generate reliable SOI based on the performance comparison (ordering) data for input classifiers on existing learning tasks investigated in previous studies. Meanwhile, the step of ensemble learning intends to generate the optimal combination weights for the input trained classifiers based on the ordered soft constraints (generated from SOI) and input new training (validation) data. The following subsections describe the details of these key steps.

3.2 Supplementary ordering information inference

There are a large number of studies in previous literature that refer to the empirical evaluation and comparison of the performances of different classifiers trained from various learning algorithms. In general, the performance comparison results summarize the performance orderings of different classifiers and those of their corresponding learning algorithms on the specific tasks. These performance ordering data provide researchers or engineers with intuitive hints and evidences for selecting the corresponding learning algorithms when they are confronted with new learning (classification) tasks. For example, if the performance comparison results presented in most previous studies indicate that SVM is superior to decision tree in nearly all existing learning tasks, then engineers may use SVM instead of the decision tree to address a new classification task.

In the present work, performance ordering among classifiers based on the previous literature is adopted in an alternative manner. In particular, the performance comparison data presented in the previous literature are applied to explore the SOI for classifiers. When two learning tasks are highly similar to each other, the performance orderings for different classifiers on these two tasks should intuitively be relatively consistent. Therefore, a similarity metric for two different learning tasks should be established at the outset.

3.2.1 Metric learning for similarity measurement between two learning tasks

The similarity between two learning (classification) tasks can be measured based on the characteristics of each learning task. In recommendation of a learning algorithm [19], the meta-features for the data set of a learning task are used to describe the characteristics of the learning task. Meta-features described in [19] are also applied in this research and can be divided into the following categories:7:

1. Statistical and information theory-based features. This category includes the number of features, the number of training instances, the ratio of instances to features, the ratio of binary features, the correlation coefficient between features, and so on.

2. Model structure-based features. This category uses the included decision tree to model the data structure of the learning task. The measures for the constructed decision tree, including the ratio of the number of nodes to the number of features, the ratio of the number of nodes to the number of instances, are used as the meta-features.

3. Landmarking-based features. This category of features is considered based on the assumption that the performance of the candidate algorithms could be predicted through the performance of a set of simple learning algorithms (also called landmarkers). The landmarkers used in this work are Naïve Bayes, 1-NN, and a decision node learner.

4. Problem complexity-based features. This category of features describes the geometrical characteristics of the training data. Typical features include Fisher’s discriminant ratio, and the percentage of instances in the problem that lie next to the class boundary.

5. Structural information-based features. This category of features calculates the frequencies of the 1, 2-itemsets of the training data, and then extracts the quantiles of these frequency sequences as features.

7. The effectiveness of these categories of meta-features has been verified by Wang et al. [19] on over 1,000 benchmark learning tasks.
On the basis of the aforementioned meta-features, the similarity between two learning tasks can be directly calculated using conventional similarity measurements, such as cosine similarity. Nevertheless, these meta-features are heterogeneous, and dealing with them via a simple procedure may be inappropriate. A more suitable means is to utilize metric learning to learn a similarity metric which can assign certain weights to the features defined above.

The similarity between two learning tasks (denoted as tasks $T_i$ and $T_j$ without loss of generality) is calculated based on the meta-features of the training data sets of these two learning tasks. Therefore, let $\bar{v}_i$ and $\bar{v}_j$ denote the meta-features of the two labeled data sets of the tasks $i$ and $j$, respectively. Let $y_{ij} \in \{-1, 1\}$ be the similarity label of the pair $T_i, T_j$. If the pair is similar, $y_{ij} = 1$, if the pair is dissimilar, $y_{ij} = -1$. Accordingly, the measurement for similar degree for $T_i$ and $T_j$ is defined as the probability of that $y_{ij}$ is equal to 1 given $\bar{v}_i$ and $\bar{v}_j$. That is,

$$Sim(T_i, T_j) = p(y_{ij} = 1|\bar{v}_i, \bar{v}_j), \quad (1)$$

The value of $Sim(T_i, T_j)$ ranges within $[0, 1]$ where a high value indicates a high similarity degree.

The similarity measurement described in (1) can be learned by first constructing a training set, which consists of similar and dissimilar pairs of learning tasks. A similar set can be constructed by simply collecting classification tasks from the same or similar application domains. Nevertheless, judging whether two tasks are dissimilar is difficult even if they come from different application domains. Therefore, formulating an effective training set is difficult. Inspired by previous studies on learning with positive and unlabeled data (LPU), this study introduces a new learning problem, called metric learning with positive (similar) and unlabeled data (MLPU), the learning problem is formalized as follows.

**MLPU:** By considering a set of $M$-dimensional meta-feature vectors $\{\bar{v}_i\}_{i=1}^N \in \mathbb{R}^M$ for $N$ classification tasks $\{T_i\}_{i=1}^N$, and by noting that certain pairs are “similar”, we can construct the following similar set $S$:

$$S : (\bar{v}_i, \bar{v}_j) \in S \text{ if } T_i \text{ and } T_j \text{ are similar}$$

How can we learn a similarity measurement function defined in Eq. (1)?

Assuming $\eta$ is a random binary variable. Let $\eta = 1$ if a pair of learning tasks is labeled, and let $\eta = 0$ if a pair is unlabeled. Only positive pairs are labeled; hence, $y_{ij} = 1$ is certain when $\eta = 1$. However, when $y_{ij} = -1$, either $\eta = 1$ or $\eta = 0$ may be true.

A fixed unknown distribution $p(\bar{v}_i, \bar{v}_j, y_{ij}, \eta)$ can be observed over the involved variables. The training set of MLPU is a sample drawn from this distribution that consists of labeled samples $<\bar{v}_i, \bar{v}_j, \eta = 1>$ and unlabeled samples $<\bar{v}_i, \bar{v}_j, \eta = 0>$. The fact that only positive samples are labeled can be precisely described by the following equation

$$p(\eta = 1|\bar{v}_i, \bar{v}_j, y_{ij} = -1) = 0. \quad (2)$$

By following the work of previous studies on LPU [22], we primarily assume that the labeled positive examples are completely selected in a random manner from all positive examples. Such an assumption is expressed as follows:

$$p(\eta = 1|\bar{v}_i, \bar{v}_j, y_{ij} = 1) = p(\eta = 1|y_{ij} = 1). \quad (3)$$

Let $\pi = p(\eta = 1|y_{ij} = 1)$ be the probability that a positive example pair is labeled. The value of $\pi$ is constant according to Eq. (3). With the above assumption, the following lemma is established in LPU.

**Lemma 1** [22]: Suppose that the “selected completely at random assumption” holds. Then

$$p(y = 1|\bar{v}_i, \bar{v}_j) = p(\eta = 1|\bar{v}_i, \bar{v}_j)/\pi. \quad (4)$$

Therefore, the calculation of $Sim(T_i, T_j)$ relies on the values of $p(\eta = 1|\bar{v}_i, \bar{v}_j)$ and $\pi$. To estimate $p(\eta = 1|\bar{v}_i, \bar{v}_j)$, we can construct a new training set based on the MLPU training set. Then for the example pairs in $S$, the label $\eta = 1$; otherwise, the label $\eta = 0$. According to [46], $p(\eta = 1|\bar{v}_i, \bar{v}_j)$ is expressed based on the logistic function as follows:

$$p(\eta = 1|\bar{v}_i, \bar{v}_j) = \frac{1}{1 + \exp(-||\bar{v}_i - \bar{v}_j||^2_A + \mu)},$$

where $\mu$ is the threshold, $A$ is a diagonal and nonnegative matrix, and

$$||\bar{v}_i - \bar{v}_j||^2_A = (\bar{v}_i - \bar{v}_j)^T A (\bar{v}_i - \bar{v}_j), \quad (5)$$

Based on the new MLPU training set and on the above definitions, the overall log-likelihood for all similar/unlabeled pairs is as follows:

$$L(A, \mu) = -\sum_{(\bar{v}_i, \bar{v}_j) \in S} \log(1 + \exp(-||\bar{v}_i - \bar{v}_j||^2_A + \mu)) - \sum_{(\bar{v}_k, \bar{v}_l) \notin S} \log(1 + \exp(||\bar{v}_k - \bar{v}_l||^2_A + \mu)). \quad (6)$$

Meanwhile, based on the maximum likelihood estimation, the pursuance of variables $A$ and $\mu$ is casted into the following optimization problem:

$$\min_{A, \mu} L(A, \mu) \quad \text{s.t. } A \succeq 0, \mu \geq 0, \quad (7)$$

where the constraint $A \succeq 0$ indicates that $A$ is a positive semi-definitive matrix.

To solve the above problem, we define $M = \frac{1}{N} \sum_{i=1}^N \bar{v}_i \bar{v}_i^T$. Let $v_1, \ldots, v_K$ be the top $K$ eigenvectors of matrix $M$. We then assume $A$ is a linear combination of the top $K$ eigenvectors

$$A = \sum_{i=1}^K \gamma_i v_i v_i^T, \quad \gamma_i \geq 0, \quad i = 1, \ldots, K. \quad (8)$$

The above optimization problem is simplified into the following form according to the procedures in [47]:

$$\min_{\gamma, \mu} L(A, \mu) \quad \text{s.t. } A = \sum_{i=1}^K \gamma_i v_i v_i^T, \quad \mu \geq 0, \quad \gamma_i \geq 0, \quad i = 1, \ldots, K. \quad (9)$$
Such an optimization problem is a convex programming problem; thus, it can be solved by directly using Newton’s method. If $A$ is obtained, $\text{Sim}(T_i, T_j)$ defined in Eq. (1) is calculated as follows:

\[
\text{Sim}(T_i, T_j) = \frac{1}{1 + \exp\left(-\frac{\|\bar{v}_i - \bar{v}_j\|}{\mu}A\right)} \times \pi,
\]

where $\pi$ can be omitted as it is constant.

3.2.2 Supplementary ordering information inference based on learned similarity measurement

Given two learning algorithms for classification, we generally have historical comparison data regarding the performances of their trained classifiers on various existing learning tasks from different application domains which can be found in the previous literature. In particular, we assume that two classifiers that denote $L_1$ and $L_2$, which are trained by two different learning algorithms, are available. The performance comparison data for the two classifiers on the $G$ existing learning tasks $T_1, T_2, \ldots, T_G$ should exhibit the form listed in Table 1:

| Classification task $T_1$: $L_1 \succ L_2$ (L_1\text{ outperforms }L_2) |
|--------------------------|--------------------------|
| Classification task $T_2$: $L_1 \prec L_2$ (L_2\text{ outperforms }L_1) |
| $\ldots$ |
| Classification task $T_G$: $L_1 \succ L_2$ (L_1\text{ outperforms }L_2) |

The above historical comparison data can be used to estimate the reliability of ordering between $L_1$ and $L_2$ on a new classification task $T_u$. Given the performance comparison data in Table 1 and the learned similarity metric $\text{Sim}(\cdot)$, the reliability degree ($Q$) of that $L_1$ outperforms $L_2$ on the task $T_u$ is defined as follows:

\[
Q(L_1 \succ L_2 : T_u) = \frac{1}{\sum_{T_j \sim \bar{T}_u} \text{Sim}(T_u, T_j)} \times \left\{ \sum_{T_j : L_1 \succ L_2} \text{Sim}(T_u, T_j) - \sum_{T_j : L_1 \prec L_2} \text{Sim}(T_u, T_j) \right\},
\]

where $\text{Sim}(\cdot)$ is calculated according to Eq. (10).

The value of $Q(L_1 \succ L_2 : T_u)$ ranges within $[0, 1]$. When the value is high, $L_1$ is inclined to outperform $L_2$ on the new classification task based on performance ordering data for the existing learning tasks reported in the previous literature. According to Eq. (11), if $L_1$ outperforms $L_2$ in all previous classification tasks, then $Q(L_1 \succ L_2 : T_u) = 1$, and vice versa. In addition, assume that $Q(L_1 \succ L_2 : T_u) = 0.6$ and $Q(L_3 \succ L_4 : T_u) = 0.9$, then the inferred ordering $L_3 \succ L_4$ is more reliable than $L_1 \succ L_2$.

For each pair of classifiers $L_i$ and $L_j$, we can estimate the ordering relationships by calculating $Q(L_i \succ L_j : T_u)$ on the new classification task $T_u$. In the next section, these estimated ordering relationships are used in the concrete ensemble learning for the optimal combination weights of input trained classifiers.

To learn a similarity metric between two data sets, a training corpus that consists of similar pairs of data sets and unlabeled data sets should be constructed. The similar pairs of data sets and unlabeled data sets used in this study are constructed as follows. The 121 data sets compiled based on the UCI machine learning repository used in [48] are introduced as the basic data sets. Based on these basic data sets, a set of new training data is established for MLPU. For the similar data set, the data pairs are selected based on the following procedures. A total of 36 pairs of data sets, each of which come from exactly the same application domain, are considered similar. Each of the 121 data sets is processed with the feature reduction technique principal component analysis [49] and a new data set is obtained. The original and new corresponding data sets are considered as a pair of similar data sets. A total of 157 similar pairs of data sets are then obtained. For the unlabeled data pairs, the six adjacent data sets for each of the 121 data sets, which are from different application domains, listed in [48], are selected with the data set to generate six unlabeled pairs of data sets. In total, there are 726 unlabeled pairs of data sets. All the aforementioned data are used to learn a new similarity measurement based on the proposed algorithm.

3.3 Ensemble with inferred SOI

Given an ensemble training (or validation) set and a set of trained classifiers for ensemble, the optimal combination weights of the trained classifiers can be pursued with existing learning algorithms such as LPBoost [33]. Generally, the original LPBoost without introducing slack variables can be formalized as follows:

\[
\begin{align*}
\min_{\rho, \beta} & -\rho \\
\text{s.t.} & \quad y_n\beta^T x_n \geq \rho \quad n = 1, \ldots, N, \\
& \quad \sum_{h=1}^{H} \beta(h) = 1, \beta(h) \geq 0
\end{align*}
\]

where $\beta$ indicates the combination weights for the $H$ input trained classifiers.

The first family of constraints in Eq. (12) is hard. When all of these constraints are satisfied, all the training data are correctly classified by the corresponding solution. As described in the previous subsection, we are able to obtain some orderings between the input classifiers for ensemble. If $Q(L_i \succ L_j : T_u) > 0$, then the historical comparison data indicate that $L_i$ outperforms $L_j$ in the current classification task, and vice versa. Intuitively, this SOI ($Q$) for two classifiers can be transformed into the ordering for their combination weights according to the following form:

\[
\text{if } Q(L_i \succ L_j : T_u) > 0 \text{ then } \beta(i) > \beta(j).
\]

where $\beta(i)$ and $\beta(j)$ are the combination weights of the classifiers $L_i$ and $L_j$, respectively. Eq. (13) signifies that if the classifier $L_i$ is expected to be superior to $L_j$, its combination weight should be larger than that of $L_j$. This intuition is

similar in spirit with the assumption in [41], that is, if one feature is judged by a human expert to be better than another, its weight should be larger. However, this intuitive consideration encounters the following issues:

1. In this study, the reliability degree of the estimated ordering \( L_i \succ L_j \) in Eq. (13) has no theoretical guarantees, and may be inaccurate or even wrong\(^{10} \). In this case, the concluded ordering \( \beta(i) \succ \beta(j) \) in Eq. (13) is not highly significant. Therefore, the reliability issue must not be ignored.

2. Even if the estimated ordering (i.e., \( L_i \succ L_j \)) in Eq. (13) is correct, the concluded ordering (i.e., \( \beta(i) \succ \beta(j) \)) may also be insignificant because the SOI only considers the relationships between two classifiers. Another classifier such as \( L_3 \) may indicate that the combination of \( L_2 \) and \( L_3 \) can achieve good results. In this case, \( \beta(1) \) becomes zero and the conclusion that \( \beta(1) \succ \beta(2) \) becomes insignificant.

3. Even if the inference in Eq. (13) is correct, the absolute value of \( Q(L_i \succ L_j : T_u) \) indicates the reliability of the conclusion. For example, \( Q(L_i \succ L_j : T_u) = 0.51 \) and \( Q(L_i \succ L_j : T_u) = 0.99 \) are different. The concluded ordering (\( \beta(i) \succ \beta(j) \)) obtained by the latter value is more reliable.

The utilization of the SOI obtained by using Eq. (13) should not ignore the above three problems. To this end, the obtained supplementary orderings among combination weights in this study are treated as soft constraints which can be violated. That is, the optimal combination weights should first satisfy the hard constraints in (13). After all the hard constraints are satisfied, the optimal combination weights that satisfy the soft constraints are selected as the final weights. Moreover, the soft constraints are ordered such that the satisfaction of the constraints corresponding to larger \( Q \) values should be prioritized. The utilization of the ordered soft constraints can address the three aforementioned issues. First, if the estimated ordering is inaccurate or insignificant, the optimal combination weights can violate the corresponding inaccurate soft constraint. Second, the soft constraints that correspond to different \( Q \) values are dealt with in orders according to the \( Q \) values. In summary, the optimization problem can be summarized as follows:

\[
\begin{align*}
\min_{\rho, \beta} & \quad -\rho \\
\text{s.t.} & \quad y_n \beta^T x_n \geq \rho, \quad n = 1, \ldots, N \quad \text{(hard constraints)} \\
& \quad \beta(i) \succ \beta(j), \quad \text{if} \quad Q(L_i \succ L_j; T_u) \\
& \quad \ldots \\
& \quad \beta(k) \succ \beta(l), \quad \text{if} \quad Q(L_k \succ L_l; T_u) \\
& \quad i, j, k, l \in [1, H] \\
& \quad \sum_{h=1}^{H} \beta(h) = 1, \beta(h) \geq 0
\end{align*}
\]  

(14)

\(^{10} \)In fact, the estimated ordering for features in [41] may also be inaccurate. The estimation accuracy depends on the expertise degree of human expert and the complexity of the relationships among features.

where \( H \) is the number of classifiers in the ensemble. In the above optimization problem, the soft constraints are ordered according to their corresponding supplementary ordering values (i.e., \( Q \)). Therefore, assuming that \( Q(L_i \succ L_j : T_u) > Q(L_k \succ L_l : T_u) \) in (14), the soft constraint that \( \beta(i) \succ \beta(j) \) is ordered higher than that \( \beta(k) \succ \beta(l) \).

In practice, the hard constraints in (14) are also difficult to be satisfied\(^{11} \). These constraints can also be relaxed as soft constraints\(^{12} \) if the ordering degrees indicate that the relaxed soft constraints are significantly higher than the current soft constraints. We solve this problem by adopting the goal programming technique. The solving details are introduced in Appendix A. Comparing (12) with (14), the main difference between LPBoost and our method lies in that the optimization problem in our method considers new soft constraints which are inferred based on the SOI for the base classifiers to ensemble.

**Algorithm 1: EnsemSP**

**Input:** Validation data for the classification task \( T_u \); a set of trained classifiers \( \{ L_h \}, h = 1, \ldots, H \); multiple labeled data sets from different learning tasks \( \{ T_g \}, g = 1, \ldots, G \) and their meta-features; the performance data of different learning algorithms reported in the previous literature; learned similarity measurement function \( f_{sim} \); parameters \( \lambda_1 \) and \( \lambda_2 \).

**Output:** Optimal combination weights \( \beta \).

**Steps:**

1. Extract the meta-feature of \( T_u \) described in Section 3.2.1;
2. Calculate the similarities (i.e., \( Sim(\cdot, \cdot) \)) using Eq. (10) between the validation set \( T_u \) and the historical data sets from the learning tasks \( \{ T_g \}, g = 1, \ldots, G \) based on their meta-features;
3. Infer the supplementary ordering relationships and the reliability degree between each pair of the trained classifiers in \( \{ L_h \}, h = 1, \ldots, H \) using Eq. (11) based on the calculated similarities and historical comparison results on \( \{ T_g \}, g = 1, \ldots, G \);
4. Run the trained classifiers \( \{ L_h \}, h = 1, \ldots, H \) on the validation data for \( T_u \). The scores of all the trained classifiers on each validation instance are consisting of a new feature vector for the validation instance. A new training set for the successive classifier combination weights can then be obtained;
5. Construct the optimization problem (14) for classifier combination weights based on the new training set and the inferred the supplementary ordering relationships and the reliability degrees;
6. Solve the optimization problem (14) to produce the optimal ensemble weights \( \beta \).

\(^{11} \)Furthermore, if all the hard constraints are satisfied, the generalization ability of the obtained ensemble weights may be low.

\(^{12} \)In fact, we will show that the introduction of slack variables is essentially to take the hard constraints to soft in the Appendix A.
3.4 Steps
The entire process of classifier ensemble learning with supplementary ordering information is called EnsemSP for brevity. The primary steps for applying EnsemSP are summarized in Algorithm 1.

3.5 Computational complexity
The computational complexity of the proposed algorithm depends on two parts. The first part is the meta-feature extraction for training data, and the second part is solving the optimization problem, that is, Eq. (14). Meta-feature extraction follows the features used in the work of Wang et al. [19]. In this work, the meta-feature extraction process for each experimental data set (including both \( T_g \) and \( T_u \) in Algorithm 1) does not exceed 10 seconds on a computer with Intel Core i7-2600 CPU 3.4GHz and 8G RAM. For linear programming, computational complexity is subject to the number of variables (i.e., \( H+1 \)). The value of \( H \) is generally small (5 in this study) for classifier ensemble, and thus, the time consumption is low in our experiments. Overall, the computational complexity of EnsemSP is larger than that of LPBoost. Nevertheless, the computational complexity of EnsemSP is acceptable because meta-feature extraction is performed only once for each data set in \( \{ T_g \} \) for different tasks \( T_u \)'s in Algorithm 1.

4 EXPERIMENTS
In this section, experiments are performed to verify the effectiveness of the proposed method, i.e., EnsemSP. Given that there is little work that investigates ensemble learning with supplementary information in previous literature, existing classical ensemble methods will be used as the competing methods.

4.1 Experimental data
Running the proposed method requires two data corpora. The first data corpus consists of three parts. The first part (called training set directly) is used to train a set of base classifiers for the ensemble. The second part (called validation set \([14]\)) is used for ensemble learning to achieve the optimal combination weights for the trained base classifiers. The third part (called test set) is used to evaluate the performances of the competing ensemble methods. Meanwhile, the second data corpus comprises numerous data sets and associated historical performance comparison data for the classifiers' corresponding learning algorithms on these data sets. Fernández-Delgado et al. [48] conducted extensive investigations to compare various classical learning algorithms (e.g., random forest, support vector machine, AdaBoost, etc.) across 121 UCI data sets. Accordingly, in the experiments, the involved 121 UCI data sets and reported performance data from [48] are used as the \( \{ T_g \} \) set and the historical performance ordering data in Algorithm 1, respectively.

In the present research, 17 data sets are used to construct the first data corpus. Only binary classification is performed in the experiments. Therefore, new data sets are compiled based on the raw data sets for those with more than two categories. For example, two new sets (i.e., yeast01 and yeast23) are constructed by choosing data from the “0” and “1” categories and data from the “2” and “3” categories, respectively. Table 2 shows the details of the involved data sets. The former 13 data sets are obtained from the UCI Machine Learning Repository[15]. The ImageAes data set consists of photos and their ‘high’/’low’ aesthetic labels[16] which can be obtained from http://ritendra.weebly.com/aesthetics-datasets.html (the good ol’ data set). The rest three sets are obtained from LibSVM data[17]. Considering that both the evaluation data and the historical comparison data are mainly obtained from the UCI repository, when a UCI data set is used for evaluation, its associated historical performance comparison data are excluded from the historical comparison data corpus.

<table>
<thead>
<tr>
<th>Data set</th>
<th>No. of instances</th>
<th>No. of features</th>
</tr>
</thead>
<tbody>
<tr>
<td>heat</td>
<td>270</td>
<td>13</td>
</tr>
<tr>
<td>mfeat1</td>
<td>400</td>
<td>573</td>
</tr>
<tr>
<td>mfeat2</td>
<td>400</td>
<td>573</td>
</tr>
<tr>
<td>mfeat3</td>
<td>400</td>
<td>573</td>
</tr>
<tr>
<td>mfeat4</td>
<td>400</td>
<td>573</td>
</tr>
<tr>
<td>biodeg</td>
<td>1055</td>
<td>41</td>
</tr>
<tr>
<td>germannoise</td>
<td>1000</td>
<td>24</td>
</tr>
<tr>
<td>hillvalleynoise</td>
<td>1212</td>
<td>100</td>
</tr>
<tr>
<td>hillvalleynonnoise</td>
<td>1212</td>
<td>100</td>
</tr>
<tr>
<td>thyroidnoise</td>
<td>215</td>
<td>5</td>
</tr>
<tr>
<td>winered</td>
<td>1599</td>
<td>11</td>
</tr>
<tr>
<td>Yeast01</td>
<td>892</td>
<td>8</td>
</tr>
<tr>
<td>Yeast23</td>
<td>407</td>
<td>8</td>
</tr>
<tr>
<td>ImageAes</td>
<td>3581</td>
<td>58</td>
</tr>
<tr>
<td>splice</td>
<td>3175</td>
<td>60</td>
</tr>
<tr>
<td>gisette</td>
<td>7000</td>
<td>5000</td>
</tr>
<tr>
<td>svmguide3</td>
<td>1284</td>
<td>21</td>
</tr>
</tbody>
</table>

13. Some classical methods (e.g., UDEED [50] and consensus maximization [30]) are not included because these methods run in different ensemble settings.

14. To avoid overfitting, the validation data used for ensemble learning should be excluded from the training data for base learners [14]. This strategy is adopted in our experiments. The data used in the first and second parts are different.
The relationships among the involved experimental training data, base learners, and ensemble methods are shown in Table 3.

### 4.3 Ensemble results

In the first experiments, the parameter settings of the five basic learning algorithms are as follows. For SVM, the radial basis kernel is chosen. The parameters $C$ and $g$ are fixed with 1 and 0.1, respectively. For RF, the number of trees is fixed as 50, and other parameters are default. For AdaBoost, the number of basic learners is fixed as 50, and other parameters are default. For C4.5 decision tree, the pruning confidence threshold is set as 0.25. For LR, the codes in MATLAB are used, and all the parameters are default. The parameter settings of LPBoost and EnsemSP are defined as follows. The parameter $\lambda_1$ (please see (16) in Appendix A) is searched via 5-fold cross validation in $\{0.1, 1, 10, 50, 100\}$ and for each value of $\lambda_1$, the parameter $\lambda_2$ is searched in $\{0, \lambda_1/10, \lambda_1/5, \lambda_1/2, \lambda_1\}$. When $\lambda_2$ equals 0, EnsemSP is reduced to LPBoost. The weighted setting for wVoting follows the strategy proposed by Wang et al. [52].

Given a data set, to perform EnsemSP, the similarity between the data set and each of 121 UCI data sets is calculated according to Step 2 in Algorithm 1. Then the supplementary ordering relationships as well as reliability degrees between each pair of the five basic learning algorithms are inferred according to Step 3 in Algorithm 1. The inferred supplementary ordering relationships as well as reliability degrees are transformed into soft constraints as shown in Eq. (14).

In the experiment, the parameters of basic classifiers are tuned on training data. For SVM, the parameters $C$ and $g$ are searched via five-fold cross validation from $\{0.1, 1, 5, 10, 100\}$ and $\{0.01, 0.1, 1, 5, 10\}$, respectively. For RF, the number of trees is searched via five-fold cross validation from $\{10, 20, 50, 100, 200, 500\}$. For AdaBoost, the number of basic learners is searched via five-fold cross validation from $\{10, 20, 50, 100, 200\}$. For C4.5, the pruning confidence threshold is searched via five-fold cross validation from $\{0.15, 0.2, 0.25, 0.3, 0.35\}$. Table 4 lists the classification accuracies of the three competing ensemble methods on 17 data sets. On most data sets, Voting achieves the lowest classification accuracies. Meanwhile, LPBoost also produces inferior results than EnsemSP.

In Section 3.1, we learn the similarity measurement function for the meta-features of the data sets between two learning tasks. We further investigate whether the learned similarity measurement function is useful by comparing three ensemble methods, namely, EnsemSP-D (EnsemSP that does not consider the similarities between the historical and the current data sets), EnsemSP-C (EnsemSP that uses cosine similarities), and EnsemSP (uses the learned similarity metrics). In EnsemSP-D, the similarities between historical data sets and the current data set are not used; thus the ordering relationships among the input classifiers are nearly the same. In other words, in EnsemSP-D, the meta-features are not used; in EnsemSP-C, the meta-features are used but MLPU is not used; in EnsemSP, both the meta-features and MLPU are used. Table 5 presents the classification accuracies of the three competing ensemble methods on the used seventeen data sets. In most data sets, EnsemSP-D achieves the lowest classification accuracies. EnsemSP, which utilizes the learned similarity metric, outperforms both EnsemSP-D and EnsemSP-C in most data sets. The results verify that both the used meta-features and learned similarity metric are useful.

<table>
<thead>
<tr>
<th>Data set</th>
<th>EnsemSP-D</th>
<th>EnsemSP-C</th>
<th>EnsemSP</th>
</tr>
</thead>
<tbody>
<tr>
<td>heat</td>
<td>0.808</td>
<td>0.816</td>
<td>0.828</td>
</tr>
<tr>
<td>mfeat1</td>
<td>0.968</td>
<td>0.989</td>
<td>0.996</td>
</tr>
<tr>
<td>mfeat2</td>
<td>0.957</td>
<td>0.972</td>
<td>0.979</td>
</tr>
<tr>
<td>mfeat3</td>
<td>0.983</td>
<td>0.999</td>
<td>0.999</td>
</tr>
<tr>
<td>mfeat4</td>
<td>0.989</td>
<td>0.994</td>
<td>0.997</td>
</tr>
<tr>
<td>biodeg</td>
<td>0.8502</td>
<td>0.8563</td>
<td>0.8740</td>
</tr>
<tr>
<td>germannoise</td>
<td>0.7497</td>
<td>0.7475</td>
<td>0.7699</td>
</tr>
<tr>
<td>hillvalleynoise</td>
<td>0.5393</td>
<td>0.5526</td>
<td>0.5688</td>
</tr>
<tr>
<td>hillvalleynoise</td>
<td>0.5241</td>
<td>0.5076</td>
<td>0.5994</td>
</tr>
<tr>
<td>thyroidnoise</td>
<td>0.985</td>
<td>0.971</td>
<td>0.968</td>
</tr>
<tr>
<td>wineried</td>
<td>0.7794</td>
<td>0.7628</td>
<td>0.7771</td>
</tr>
<tr>
<td>Yeast01</td>
<td>0.675</td>
<td>0.634</td>
<td>0.686</td>
</tr>
<tr>
<td>Yeast23</td>
<td>0.911</td>
<td>0.917</td>
<td>0.923</td>
</tr>
<tr>
<td>ImageAes</td>
<td>0.6883</td>
<td>0.6931</td>
<td>0.6912</td>
</tr>
<tr>
<td>splice</td>
<td>0.9087</td>
<td>0.9203</td>
<td>0.9285</td>
</tr>
<tr>
<td>gisette</td>
<td>0.9786</td>
<td>0.9753</td>
<td>0.9806</td>
</tr>
<tr>
<td>svmguide3</td>
<td>0.9108</td>
<td>0.9217</td>
<td>0.9320</td>
</tr>
</tbody>
</table>

The robustness of the EnsemSP method is further investigated by adding noisy labels into the involved validation data sets and by performing new comparisons. For each validation data set, that labels of $n%$ ($n = 10, 20, 30, 40, 50$) samples are flipped. The voting algorithm is not referred to in this comparison because it does not require validation data. Figure 21 shows the variations of classification accuracies of the ensemble learning methods in terms of $n%$ noisy labels. The performance of LPBoost decreases dramatically with the increasing proportion of noisy labels in Figs. 2(b), 2(c), 2(d), 2(e), 2(h), and 2(j). By contrast, the performance of EnsemSP slightly decreases on most data sets. We also investigate the performances of the competing methods when the label-flapping proportions of both the training and validation sets are set as 30%. The results are shown in Table 6. The performances of all the competing methods are reduced. Nevertheless, EnsemSP still achieves the highest accuracy in most data sets.

To further verify the effectiveness of EnsemSP when the inferred SOI is useless or even wrong, all the inferred orderings are reversed when applying EnsemSP, which is called EnsemSP-reverse. The experimental results show that

In the performing of EnsemSP, the similarity measurement is used to infer supplementary ordering which is transformed into soft constraints in Eq. (14). The detailed steps are described in Algorithm 1.

- Dr. Guangtao Wang for providing us the source codes (http://gr.xjtu.edu.cn/web/qbsong/8) of meta-feature extraction described in [19].

18. In the performing of EnsemSP, the similarity measurement is used to infer supplementary ordering which is transformed into soft constraints in Eq. (14). The detailed steps are described in Algorithm 1.

19. We appreciate Dr. Guangtao Wang for providing us the source codes (http://gr.xjtu.edu.cn/web/qbsong/8) of meta-feature extraction described in [19].
Fig. 2. The variation of classification accuracies in terms of the proportions of noisy labels on validation data.
4.4 Discussions

The above experimental results validate the effectiveness of the proposed EnsemSP. On most experimental data sets, EnsemSP outperforms the classical ensemble methods (majority voting and LPBoost). The learned similarity metric is useful in EnsemSP. Based on the learned similarity measurement function, the classification accuracies of EnsemSP are higher than those of the method without similarity measurement and the method by using a simple cosine similarity measurement on most data sets. Moreover, EnsemSP is determined to be robust even under varying parameter settings. EnsemSP is superior to LPBoost even when the labels are noisy.

Ensemble learning with SOI has been initially explored; hence, there are certain limitations of the proposed method. For example, the SOI is inferred only for pairwise classifiers. As previous studies may simultaneously record the performances of triple classifiers, SOI may be inferred for some triple classifiers. In addition, only the performance ordering information in previous literature is used. However, the extent that one classifier is better than another classifier is not used.

5 Conclusions

In various machine learning techniques, supplementary information is achievable and has been utilized to improve learning performances. This study explores the implicit SOI
for a set of trained classifiers to improve learning for the ensemble of the trained classifiers. Our study confronts two challenges, namely, the similarity measurement between two learning (classification) tasks and the pursuance of the optimal combination weights with the estimated SOI for classifiers to ensemble. To address these two challenges, a new learning method called EnsemSP is proposed. In EnsemSP, a new metric learning problem, namely, MLPU, is presented and solved. The learned measurement function can measure the similarity between two learning tasks according to the meta-features of their corresponding data sets. For the second challenge, the SOI is transformed into a set of ordered soft constraints for the classifiers to ensemble. Inspired by goal programming, this study establishes a new optimization problem. Solving this problem can yield the optimal ensemble weights. The experimental results verify the effectiveness of the proposed method.

In this study, SOI is only for pairwise classifiers. In the future, SOI for triple classifiers will be explored. In addition, further investigation will be conducted on mining the historical performance data for existing learning algorithms to benefit for the new learning algorithm design.

### APPENDIX A: THE SOLVING DETAILS OF (14)

Given a soft constraint (e.g., \( f(x) \geq t \)), goal programming introduces two additional variables, namely, negative deviation (\( \phi \)) and positive deviation (\( \omega \)). A soft constraint is then transformed into the following form:

\[
 f(x) + \phi - \omega = t.
\]  

(15)

The variable \( \phi \) quantifies the under-satisfaction of the constraint and \( \omega \) quantifies the over-satisfaction of the constraint. If \( \phi > 0 \), then \( \omega = 0 \) and the constraint is not satisfied; if \( \omega > 0 \), then \( \phi = 0 \) and the constraint is satisfied. In general, the constraint is particularly satisfied if the value of \( \phi \) is low. By introducing negative and positive derivations into (15), it can be transformed into the following form:

\[
 \min_{\rho, \phi_n, \phi_{r+N}, \beta} -\rho + \frac{\lambda_1}{n} \sum_{n} \phi_n + \frac{\lambda_2}{R} \sum_{r} Q_r \cdot \phi_{r+N}
\]

s.t. \( y_n \beta^T x_n + \phi_n - \omega_n = \rho \quad n = 1, \cdots, N \)

\[
 \beta(i) - \beta(j) + \phi_{1+N} - \omega_{1+N} = 0 \quad i, j \in [1, H]
\]

\[
 \vdots \quad \beta(k) - \beta(l) + \phi_{R+N} - \omega_{R+N} = 0 \quad k, l \in [1, H]
\]

\[
 \sum_{h=1}^{H} \beta(h) = 1, \beta(h) \geq 0
\]

\[
 \phi_i \geq 0 \quad \omega_i \geq 0 \quad i = 1, \cdots, N + R
\]

(16)

where \( \lambda_1 \) and \( \lambda_2 \) are the balance parameters that indicate the strength of the corresponding soft constraints; \( Q_r \) indicates the reliability degree of the \( r \)th soft constraint; \( \phi_{r+N} \) is the variable that quantifies the under-satisfaction of the \( r \)th soft constraint. In this work, we set that the value of \( \lambda_2 \) is smaller than that of \( \lambda_1 \). The above problem can be solved with conventional mathematical optimization methods such as preconditioned conjugate gradients.
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